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ANALYSIS OF ANY ORDER RUNGE-KUTTA SPECTRAL
VOLUME SCHEMES FOR 1D HYPERBOLIC EQUATIONS

PING WEI' AND QINGSONG ZOU?*

Abstract. In this paper, we analyze any-order Runge-Kutta spectral volume schemes (RKSV(s,k))
for solving the one-dimensional scalar hyperbolic equation. The RKSV(s,k) was constructed by
using the s-th explicit Runge-Kutta method in time-discretization which has strong-stability-
preserving (SSP) property, and by letting a piecewise k—th degree(k > 1 is an arbitrary integer)
polynomial satisfy the local conservation law in each control volume designed by subdividing the
underlying mesh with k Gauss-Legendre points (LSV) or right-Radau points (RRSV). For the
RKSV(s,k), we would like to establish a general framework which use the matrix transferring
process technique for analyzing the stability and the convergence property. The framework for
stability is evolved based on the energy equation, while the framework for error estimate is evolved
based on the error equation. And the evolution process is represented by matrices. After the evo-
lution is completed, three key indicative pieces of information are obtained: the termination factor
¢, the indicator factor p, and the final evolved matrix. We prove that for the RKSV(s,k), the sta-
bility holds and the La norm error estimate is O(thrl + 79), provided that the CFL condition is
satisfied. Our theoretical findings have been justified by several numerical experiments.

Key words. Spectral volume(SV) methods, Lo-norm stability, error estimates, any-order Runge-
Kutta method.

1. Introduction

In this paper, we propose an analysis framework to obtain the Ly-norm stabil-
ity and the convergence properties of the explicit any order Runge-Kutta spectral
volume schemes(RKSV (s k)), when solving the hyperbolic equation

(1) Ou+ 0,u=0, (x,t) € [a,b] x (0,T].
The equation with initial condition
(2) u(x,O) = UO(x)v T e [avb]v

where ug is a known function, and with the homogeneous boundary condition
u(a,t) = 0,t € [0,T] or with the periodic boundary condition u(a,t) = u(b,t),t €
[0,T].

For temporal discretization, we choose the Runge-Kutta method. As is well
known, there are many ways to select coefficients for constructing the discrete-time
derivatives of an s-th order Runge-Kutta method. Different choices of Runge-Kutta
methods for different parameters exhibit different performances, with some able
to maintain total-variation-diminishing(TVD) properties[1], some able to maintain
strong-stability-preserving (SSP) properties [2] and so on. These properties are
highly applicable to the numerical construction of conservation equations. In this
paper, we consider the type of time-marching has been later termed SSP, which is
widely applied in the analysis of nonlinear stability including the TVD property
and the positivity-preserving property [3] for nonlinear conservation laws. This
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class of methods has a unified formula for deriving and calculating the coefficients,
enabling us to establish a unified framework for the analysis of any order.

For spatial discretization, we employ the spectral volume(SV) method, which
was first proposed in 2002 by Wang [4] for solving hyperbolic equations. The
basic idea of the SV method is to ensure that a (discontinuous) piecewise high-
order polynomial satisfies sub-element-level conservation laws. Due to its numerous
advantages, such as local conservation properties, geometric and mesh flexibility,
high-order accuracy in smooth regions, and high resolution in discontinuous areas
[5], the SV method has been successfully applied to various partial differential
equations (PDEs). Applications include Burgers’ equation [6], the shallow water
equation [7, 8], the Euler equation [9, 10, 11, 12, 13], electromagnetic field equations
[14], and the Navier-Stokes equation [15, 16, 17].

In [18], Wang and Shu classify the spectral volume (SV) method as a special
Petrov-Galerkin method. While widely applied, the mathematical theory of the SV
method, particularly its stability and convergence properties, has been less devel-
oped. Early theoretical studies focused on the stability of low-order schemes over
uniform grids. Abeele et al. discovered that subdividing points significantly influ-
ence stability and noted that third and fourth-order SV schemes based on Gauss-
Lobatto points are weakly unstable [19, 20]. Zhang and Shu proved the stability
of 1st, 2nd, and 3rd order SV schemes on 1D uniform meshes using Fourier analy-
sis [18]. Recently, Cao and Zou [21] developed a uniform framework for analyzing
the stability, convergence, and superconvergence of SV schemes over nonuniform
meshes for 1D scalar hyperbolic equations, extending their analysis to 1D and 2D
hyperbolic equations with degenerate variable coefficients [22, 23]. Their main ap-
proach involves constructing a novel trial-to-test space mapping, allowing the SV
method to be reformulated as a special Galerkin method.

In [24], Wei et al. analyzed the stability and convergence properties of two fully
discrete schemes: the forward Euler spectral volume scheme and the second-order
Runge-Kutta spectral volume scheme. They utilized a unified formula to derive and
calculate the coefficients, demonstrating that under various Courant-Friedrichs-
Lewy (CFL) conditions, both schemes exhibit optimal convergence rates. The
analysis involves checking the eigenvalues of the amplification matrix and ensuring
they lie within the unit circle for stability. This paper builds on these findings
by examining the stability and convergence properties of any-order Runge-Kutta
spectral volume (RKSV) methods for hyperbolic equations, further extending the
theoretical framework and providing a comprehensive analysis of stability criteria
and convergence orders for these fully discrete schemes.

For the fully discrete RKSV for linear coefficient hyperbolic equations, we aim to
establish a general framework for analyzing stability and optimal order convergence
properties. It is worth noting that the SV method is essentially a Petrov-Galerkin
method rather than a pure Galerkin one [18]. In recent years, there has been
extensive literature on the properties of fully discrete Runge-Kutta discontinuous
Galerkin methods (RKDG) schemes, analyzing the stability and optimal order con-
vergence properties for the explicit third-order and fourth-order RKDG methods
[25, 26, 27, 28]. In [29], Xu et al. propose a unified framework to investigate the
Lo-norm stability of the explicit RKDG using the matrix transferring process tech-
nique. The main approach in the stability analysis is to establish a robust energy
equation that clearly reflects the evolution of the Ls-norm of the numerical solution
and explicitly shows the stability mechanism hidden in the fully discrete scheme.
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Inspired by this, we follow the original ideas in [29, 30, 25] and make the following
important developments in this paper.

In this paper, we consider a type of time-marching method later termed strong-
stability-preserving (SSP) [2], which finds wide application in the analysis of non-
linear stability, including properties such as total-variation-diminishing in the mean
(TVDM) [1] and positivity preservation for nonlinear conservation laws [3]. We em-
ploy two spatial discretization techniques: one using Gauss-Legendre points (LSV)
and the other using right-Radau points (RRSV). Next we analysis the stability and
optimal order convergence property of RKSV(sk) for hyperbolic problems. Here,
s represents the number of temporal stages, and k represents the degree of the
polynomial in the spatial domain.

First on the stability, we point out that in the analysis of the RKSV, based
on a from-trial-to-test-space mapping, a special norm || - ||, which is equivalent to
the Ly norm, has been introduced [21]. This special norm can be rewritten SV
methods as a Petrov-Galerkin method. Building on this foundation, we proceed
with the stability analysis, which we unify as a matrix transferring process. This
process enables us to transform a standard energy equation into a specific form.
It is crucial to note that this transformation hinges on the inherent nature of the
equation, involving the exchange of temporally discrete information with spatially
discrete information. This process depends on the desired form of the corresponding
energy equation. Following the transferring process, we derive the expected stability
outcomes through examination of a termination index ¢ and a contribution index p
. These indices explicitly elucidate the stability mechanisms of the RKSV method,
making them invaluable for analyzing the various stabilities of fully discrete RKSV
methods.

Secondly, regarding the optimal order convergence of fully discrete SV schemes,
the key is to establish an error equation to present the relationship between two
consecutive temporal steps’ errors. To achieve this, we first define a novel inner
product (-,-*) and a novel bilinear form ay (-, -*), based on the aforementioned from-
trial-to-test-space mapping. With these definitions, the fully discrete SV scheme can
be formulated in a Petrov-Galerkin scheme. Using stability-like analysis, our goal is
to estimate that the error e = v — uy, can be decomposed into two components: e =
&—n, where n = Pru—u, & = Ppu—uy, and Py, denotes the Lagrange interpolating
operator. Given that the bound of the interpolating error n is known, our focus
shifts to establishing a relationship for £ between two temporal steps, specifically
between £"*t! and £€”. Once the error equation is established, the estimation of the
energy norm error [|€"T1||> — [|€7]| reduces to bounding three types of errors: the
interpolating error, the truncation error of the Taylor expansion, and the temporal
difference [|€"F! — &7.

For energy norm error, the error between two time steps can be attributed to the
evolution of errors between intermediate steps. To handle this portion of error, we
make full use of the properties of Runge-Kutta methods under the Strong Stability
Preserving (SSP) framework to transfer energy. Consequently, the estimation of the
optimal convergence order can be transformed into a matrix transferring process.
Unlike stability analysis, this evolution process includes a truncation error, which
necessitates the appropriate treatment of this error in each step of the matrix
transferring process. Finally, we analyze the optimal convergence order of the fully
discretized RKSV method under certain CFL conditions.

The paper is organized as follows. In Section 2, we introduce any-order Runge-
Kutta spectral volume schemes. Section 3 discusses the properties of inner product
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and bilinear form. Sections 4 and 5 analyze the stability and optimal convergence
orders of RKSV(s k), respectively. In Section 6, numerical examples were given to
justify our theoretical findings. Finally, Section 7 presents concluding remarks.

2. Any order Runge-Kutta spectral volume schemes

In this section, we present any order Runge-Kutta spectral volume schemes
(RKSV(s,k)) for the one-dimensional hyperbolic problem (1)-(2).

2.1. SV method of k-th order in space. We begin with a description of the
spatial discretization.

The computational domain I = [a,b] is partitioned into N spectral volumes
Ii = [w;_1, @ 1] via N + 1 grid points a = z3 < --- < xy 1 = b, with lengths
h; = Tyl =L 1. A regular partition satisfies ahpmax < hmin for some a > 0,

where Npax/min = max /min h;. Each I; is subdivided into k + 1 control volumes

Ci; = |zij,xij4+1] using k + 2 points z; o = Ty <o < Tiggl = Tigls where
x; ; are generated by affine transformations from a reference interval [—1, 1]:
h; 1
LTij = Eyj +x, x= 5(%-&-% +xi—%)a

with =1 = g9 < --- < yr41 = 1. This paper adopts two choices for y;: Gauss-
Legendre points (yielding LSV) and right-Radau points (yielding RRSV).
The semi-discrete SV scheme for (1) is a scheme to find up, € Uy, such that
Ti j+1
(3) / Opup(z, t)dr +u; ;1 —u;; =0, 1<i<N,0<j<k,
where
ui_,j :u}:(xi,jat)v]- S 1 S N70 S] S ka
and the (discontinuous) finite element space
Up ={w e Ly(I): w|; eP*(I;),1<i< N},
with P* the space of polynomials of degree at most k.

2.2. Runge-Kutta method of s-order in time. To temporal discretization
(3), for a given positive integer M, we let the temporal size T = T/M and let
t, =nr,n=0,...,M. we apply an any-order Runge-Kutta method to the ODE
system:

(4) ¢r = F(9).
The RK(s) method is formulated via the Shu-Osher representation in [2]. For
£=0,1,...,5 — 1, the stage solution, advancing from t"* to t"*!, are successively
sought by the variational formula
(5) ¢ = > o™ + des F(¢™")],

0<K<e

where dg # 0, ¢™0 = ¢™ and ¢™° = ¢! . According to (5), it is evident that
different explicit Runge-Kutta methods are uniquely determined by the coefficients
Cors Aoy 6 € {0,--- £}, 0 € {0,1,--- ,s}. Moreover, for linear constant coefficient
problems, all Runge-Kutta methods of the same order and the same number of
intermediate steps are equivalent [2].
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Under the SSP framework the coefficients in (5) of this method can be written
in two matrices,

(6)
1

{cn} = ‘ , {des} = ‘

1

0510 Gs—ls-2 ! Gs—ls-1 ' s—15-1
The matrices {cgs} and {dy} are square matrices of size (s — 1) x (s — 1).
The parameters are defined as follows. Let ggo = 1 and recursively define for

s < 2 that
1
gs—1,4 = 293—275—17 l= 1a27"'as_27

. 1 s—1
with 9s—1,s—1 = St and 9s—1,0 = 1- 2511 Gs—1,¢-
To apply the above Runge-Kutta method on (3), we introduce the notation

Tij,j+1
¢i,j($, t) = / u(xlv t)dxlv F<¢)i,j (l‘, t) = u_($i7j7 t) —u (xiJJrlv t)a
afiyj
for x € C@j and ¢ = {d)i,jai =1,....N,j = O,,k},F(d)) = {F((;S)m,z =
1,...,N,j = 0,...,k}, and rewrite the semi-discrete system (3) in the form of
ODE system (4). An application of the scheme (5) yields the following RKSV(s, k)
scheme for (1) : Find vy, up € Up, such that

N uﬁ’ldx

Ti,j

(7) fml,j+l dz,s—ldx

X4

4
[ s g
T,
Ting+1 gm0 (n,0)— _ _ (n,0)—
Jouy " w7 da Uij1 = Ui
=3:C . — T d .
{ean} [ W 2de {dur} (n,s—2)— (n,s=2)— |’
T ok “z(:j+1 . uza :
Tij+1 , M,8— n,s—1)— n,s—1)—
Jou T de gl T Ui

hold for all ¢ € {1,...,N},5 €{0,...,k}, and {ce}, {dex} are the matrices define
in (6).

Thus, RKSV(s k) is provided by (7). Next, we will proceed to analyze this fully
discrete numerical scheme.

3. Properties of inner product and bilinear form

To facilitate the subsequent analysis of the RKSV(s,k) schemes, we will analyze
the properties of the inner product and bilinear form. For this purpose, we first
rewrite (7) into their equivalent form which are easy to be analyzed. We begin by
rewriting (7) as a Petrov-Galerkin method. Introducing the test space

Vh:{w*:w*|cij E'P()(Ci’j),lg’iSN,OSjSk},

each function w* € V}, can be represented as

N k
(8) w(z,t) =) Y wi(t)xe,, (@),

i=1 j=0
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where w}; = w”( ), 1 < i < N,0 < j < k are functions only related to the
time variable t. xc;, ;is the characteristic function defined as xc, ; = 1 in C; ; and
xc,;; = 0 otherwise. With these notations, the scheme (7) are equivalent to find
uy, € Uy, such that

(i ) () (0 0)

(9) ' = {cen} : + 7{dex} '
(up ™™ l,w*) " (uZ’SiQ,w*) " an(up®™ Z,w*) ’
(up®, w*) (uZ’s_l,w*) ap(u,® 1,w*)

hold for all w* € V. Here the SV bilinear form ay(-,-) is defined as :

(10) ar, ZZU} Vi 41— Vi)

1=1 j=0
where v € Uy, and w* € V.

Next, we transform the previously described Petrov-Galerkin scheme into a
Galerkin scheme by introducing the from-trial-to-test mapping T (see [21]). For
all w e Up, let w* = Tw = Zf;l Z?:o w; ;(t)xc, ,; (x) € Vi, where w] ; are defined
by

(11) wy g —w 1 + Aiows (Tio), wi; —wi;_ 1= Aijwe (i), € Zy.

Here, Am-:jAj for 1 <i¢ < Nand 0 < j <k, where A; (0 < j < k) are
the weights in the interpolating-type quadrature Q(f) = ZkH A;f(y;) used to

calculate the integral I(f) = f_ll f(y),d

Note that since each w € U}, is a polynomial of degree k in each element [;, and
the interpolating-type quadrature Q(f) = I(f) when f is a polynomial of degree k,
it follows from (11) that

w;k = ’IU,L.__‘_2 —Az k;_;,_l’wl( ’L+ )

With the above mapping T', the scheme (9) are equivalent to finding uj, € Uy,
such that

(up", Tw) (up”, Tw) an(up®, Tw)

(12) : — {eu) : + 7{dox} : ,
(uZ’sil,Tw) (up 3_2,Tw) ap(up, ™ 2 , Tw)
(uZ’iTw) (up ™ L , Tw) ap(upy™®™ 1 ,Tw)

hold for all w € Uy. Using the notation w* = Tw, the scheme (12) has the same
representation as (9). Therefore, we will also use the formula (9) to indicate the
Galerkin scheme (12) throughout the rest of the paper.

To analyze (9), we will first discuss the bilinear form ap(-,-*) and define the
element-wise bilinear form for all ¢ € {1,..., N}

(13) ap,i(v,w") Zw Vi it1 — Vi) YU, w € Up.

Substituting the definition of (11) into (13), we obtain the following result for
all v, w € Uy, (see also [21]):
(14)

ap,i(v,w*) = (v,wg);i — v‘w‘\zw% +ov wt 4T Ri(vw,) — Aj ow] [v] |

1
-3
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where
k+1

(15) Ri(f) = fdfﬂ—ZAi,jf(%,j)
=0

I;

is the residual of the quadrature on the interval I;. Remark that for both the LSV
and RRSV, we have A; ¢ =0 and R;(vw,) = 0 (since on I;, vw, is a polynomial of
degree no more than 2k — 1), then the formula (14) reduces to

(16) ap i (v, w*) = (v,wy); — 1fuf|m+1 +oTwt . Yo, w € Up,.
ity i—g

Moreover, setting the inner product (-,-*); = (+,-*)z,, we have that
(17) (v, w*); = (v,w); + Ri(w,0; '), Vv, w € Uy,
where N

oy v :/ v(z!,-)da’.
Since w, 0, v is a polynomial of degree 2k in I;, R;(w,0, 'v) = 0 for the RRSV
scheme and R;(w,0, 'v) is a constant in the I; for the LSV scheme.

Remark 3.1. According to previous study [24], both the LSV and RRSV schemes
satisfy the following relationship:

N
(18) an (v, w*) + ap(w,v*) = — Z[v]\%% [w]|xi+%,Vv, w € Uy,
i=1
where the jump [w]|g%rl = w.t_l —w;,
it3 K2 3 ? bl
Taking w = v, if v € Uy, satisfies v(a) = v(b) or v(a) =0, then we have:
(19) ap(v,v*) <0.

Moreover, the following estimate holds:

(20) jan (v, w")| S h 7 olllwll, Vo, w € Un,
where ap (v, w*) = vazl ap i (v, w*) .

Remark 3.2. According to the study [29], if G = {gpq} be a symmetric positive
semidefinite matrix for the row numbers and column numbers are both taken from
a given set G. Then the following inequality holds:

(21) Z Z 9pqn(Up,vg) < 0.
PEG q€G

Remark 3.3. According to previous study [21], the new norm can be defined based
on the inner product (Eq. 17) as follows:

(22) wlf* = (w, w*) = (w, w) + R(w,d; "w).
Here, || - || represents the new norm of w.

Furthermore, there exists an estimate relating the Lo morm and the new norm:
(23) I S ool S ol

This implies that the Lo norm and the new norm are equivalent.
Moreover, we can prove the symmetry property of the inner product:

(24) (w1, w3) = (wa,wy]), Ywy,ws € Uy,

This property ensures that the inner product is symmetric.
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4. Stability

In this section, we will analyze the stability of the RKSV(s,k) scheme (9).

For the stage solutions uZ’e = up(t™*) with £ = 0,1,--- , s after the time level
t", following the works of [30, 25], we define a series of the temporal differences in
the form :

(25) Dyuf = Z U,.;luZ’l, 1<k <s,
0<i<r

where >, 0 = 0 and the initial condition is given by Douj = uj. Dk acts on

. . . . ¢
uf, it can be seen as a linear representation of the stage solutions uj, .

It is worth noting that up to this point, 0., remains unknown. In order to further
determine its value, we will leverage the relationship between inner products and
bilinearity. Let the operator D,; satisfy the following expression:

(26) (Drup, w*) = Tap(Dy_quy, w*).

Based on formula (26), we can recursively obtain the values of 0., which is the
expression for D, from equation (25).

Furthermore, in Eq(26), the left inner product contains information regarding
time discretization, while the right-hand side contains information regarding spatial
discretization, expressed through the bilinear form ay(-,-*).

Lemma 4.1. For k =1,2---,s, there holds

(27) Il < CAIDw_1ufll, n >0,
where A = 7 is the CFL condition number.

Proof. Taking w* = D,u* in the (26), we have

(28) (Dpupy, Deup™) = Tap(De—1up, Deup™).

Using the definition (22) and the estimate of ay,(-,-*) in (20), we obtain
n |2 T n Tk
D™ < €3 IDp—vup [ Dwy™ |l
Using the equivalence (23) between Ly norm || - || and the norm || - ||, we have
n||2 n n
(29) IDrup ]| < CADy—1up | IDxupl-

If we remove the identical terms from the above equation, this proves the Lemma.
d

Below we will use the generalized notations

(30) RS — gt e —0,1,...,5 — 1,

)

for any given integer m > 1. Here n and n 4+ m are called the time levels, x and
Kk + ms are called the stage numbers, and the m called the step number. When
m > 1, the Runge-Kutta method is a multistep method. In the subsequent analysis
of Runge-Kutta methods, we will consider m = 1, implying a single-step Runge-
Kutta method.

In the above process to define the temporal differences, we also achieve the
evolution identity

(31) agup ! = Z apDyuy,
0<p<s

where a > 0 is used only for scaling. For convenience, denote & = (g, a1, . . ., Q).
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For the uhH,DKuZ € U, k € {0,1,---,s — 1}, according to (8), we can ob-
tain (up )", (Deul)* € Vi k € {0,1,--+,5 — 1}. Therefore, by taking the inner
product of the left side of (31) with ag(uf™')* and the right side of (31) with
ZOSqu ag(Dyup)*, we have:

o (up ™, (™)) = () apDyuit, D ag(Dgui))”).

0<p<s 0<¢<s

Using the symmetry property of the inner product(24), we have the energy equation:

32) a1 = pl*) = D apg(Dpuf, (Dgup)*) = RHS(up),

0<p,g<s

where agp = 0, and apq = apoy if p+q > 0.

According to (32), the stability of RKSV(s,k) is determined by RHS(u}). Next,
let’s discuss the magnitude of RHS(u}). Since the right-hand side term of equation
(32) depends solely on inner products of time stage solutions, we attempt to utilize
the equivalence relation (26) to transform some of the inner products of time stage
solutions into bilinear forms discretized in space. After applying the equivalence
relation [ times, where [ > 0, we obtain RHS® (u}) as:

(33) RHSW(u}) = Z (l)(ID) up, (Dyup)* Z b(l Tap(Dyuy, (Dyup)™).
0<p,q<s 0<p,q<s

Here, we refer to | as the number of transformations applied to RHS(u}). al(,lq)

and bl(,lq) denote the elements in the p-th row and ¢-th column of the matrices A®)
and B(") | respectively, where p,q € {0,1,--- ,s}. Based on this, we will provide a
detailed explanation of the evolution process of RHS® (u}).

4.1. The evolution iteration of RHS(u}). According to the research by Xu
and Zhang [29] on any-order RKDG schemes, the evolution iteration of RHS(u})
in the RKSV(s,k) schemes follows a similar process.

Firstly, we will provide the initial matrix for RHS(u}), the process of which is
described by equation (32), as follows:

A© ={a,,}, BO=0.

Here, A(® represents an initial matrix with elements Qpg, and B©) represents an
initial matrix which is the zero matrix denoted as @. Moreover, it is mentioned in
the study that A and B(®) are symmetric matrices.

The motivation behind the matrix transformation in equation (33) can be at-
tributed to two reasons. Firstly, the equivalence relation (26) transforms some of
the inner products of time stage solutions into bilinear forms discretized in space,
which means certain elements of matrix A undergo specific transformations to reach
matrix B. Secondly, it is driven by fully exploiting the approximate skew-symmetric
property of bilinear forms discretized in space, as described in equation (18).

Below, we summarize the evolution of matrices, assuming that starting from
the I-th iteration, where [ > 1, the matrices A® and B® in the expression for



ANALYSIS OF ANY ORDER RUNGE-KUTTA SPECTRAL VOLUME SCHEMES 193

RHS® (up) are:

0, O , O )
77777 DO O
i @J‘ fél()z ,: _ %%Eﬂ ,,,,, %;* )
A(l):{al(fq)}: @:al+1,l:al+1,l+1 Qs |,
| N | . . .
| . | .
O a ' ey, all)
X, x ok Sk
T 5@ n- T T T 7 0~
,tLgE)E,:bBﬂ,,,,éEE
153(1):{1,](91(1)}: x byt 0 0
| N | c.
I . I :
% | bg 0 .. 0

It is worth noting that although we represent the zero matrix as Q in the matrix
AW different positions of the zero matrix @ represent different meanings. The zero
matrix on the diagonal is denoted as O(41)x (141), the zero matrix from the second
to the s-th element in the first row is denoted as O 1)x1, and the zero matrix
from the second to the s-th element in the first column is denoted as @y, (;41). The
same principle applies to the symbol x; we use x to represent non-zero elements in
the matrix B®.

Next, we will evolve RHS(®) (u??) one step further to RHS(+V (u?) using the
equivalence relation (26). Specifically, we will transform the elements in the (I41)-
th row of the matrix A®) into the (I +1)-th row of the matrix B(). According to the
symmetry of matrices, similar treatment will be applied to the (I + 1)-th column of
AW,

First, we check if al(’ll) equals zero. If it is zero, we can utilize the symmetry of
the inner product (-,-*), leading to:

l n T * l n n\* l n T *
af) (Drerat, (D)) + ), (Dpuf, (D)) = 2a) (D, (D)),

Then by making full use of relationship (26) among those temporal differences, we
obtain

(34) 2a(), (Dipaufl, (Dyup)*) = 270, an (Dyuf, (Dyu)*),
and foril+1<p<s-—1
(35)

l n\* l 7 * l %
) Dy, (D)) + ) (Druft, (Dpau)*) + parral )y, (Dpuf, (Dpgruf)*)

1
=5y |a® 2ap41,
- Yp,l+ J+1 T

Pl 5p>l+1

+ Tan(Dyup, (Dpup)*)] -

Here, when p = [ + 1, 0,41 equals 1, and in other cases, it equals 2. Thus, we
have completed the processing of the I-th row, indicating the end of the (I + 1)-th
iteration.

Next, we will provide a systematic explanation of the evolution process of the
matrix.

n n\* l n ny *
(Dpuft, (Drgaup)*) + 2a), , [ran(Dpuyt, (Dyuf)*)

Theorem 4.1. Forl > 1, the iterative evolution of the matrices A and B is defined
by the following steps:
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e Firstly, initialize the matrices as A©) = = {ap,}, B\Y =

o Secondly, iterate for £ > 1 to update the matrices. Update AW = {az(,lq)}
using the recursive formula:

0, 0 < q < l— 1u
-1 -1
(36) 0 _ o Jams =24y, p=landg=1,
g = ap =\ 0=1) _ (0=1) I+1<p<s—landqg=1
va pl.g—15 <p<s ana q =t,
(-1 ;
apq otherwise .

Update BY) = {bg)} using the recursive formula:

p+1,q°

O] (1) 2ay ) [-1<p<s—landg=1-1
bpg = bgp = p=1)
Pq

, otherwise.

e Third, update |l — 1 to l. Then, check if al(ll) equals 0. If it does, repeat the
second step. If it does not equal to 0, the evolution of the matriz terminates
and the termination index C is set to [.

e Lastly, the algorithm outputs the final matrices A and B, as well as
the termination index (. These values represent the resulting transformed
matrices and the index at which the transformation process is completed.

Remark 4.1. According to Theorem 4.1, describing the evolution process of the
RHS(u}}) in the fully discrete RKSV(s,k) numerical scheme, we are surprised to
find that the coefficients in the matrices AV and BY) obtained from the RKSV (s,k)
method are consistent with those obtained in the RKDG(s,k) method described in
literature [29]. This consistency can be attributed to the following two key factors:

(1) The inner product (-,-*) defined in RKSV{(s,k) possesses symmetry, and the
norm derived from this inner product is denoted as || -||. In other words, for
this inner product, differences between different formats can be represented
by the inner product itself, rather than reflected in the coefficients before
the inner product. Thus, the expression for the matrix A can maintain
consistency.

(2) In RKSV(s,k), we mainly consider two specific types of SV methods, namely
LSV and RRSV. The bilinear form in these two forms includes an addi-
tional constant residual term compared with the bilinear form in RKDG.
This implies that the bilinear form used in RKSV is essentially consistent
with that used in RKDG, with the addition of a constant residual term.

These two factors ensure the consistency in the matriz evolution between RKSV
and RKDG formats.

4.2. Stability of the RKSV(s,k). To analyze the stability of RKSV(s,k), we
need to analyze the term RHS(O(uZ), which involves both temporal and spatial
discrete terms. This analysis follows the study conducted in [29].

(38)
a(lup ™M P = il = Y alpup, Dgup)) + Y b ran(Dpuy, (Dyup)*)
0<p,g<s 0<p,q<s
= RHS© (u}}).

For the analysis of RHS(®) (up), we will divide it into two parts: one part rep-
resenting the temporal discretization term represented by the matrix A, and the
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other part representing the spatial discretization term represented by the matrix
B.
For the temporal discretization term, utilizing the newly defined norm (22), due

to aé? # 0, we have:

* 2
(39) > el Dy, (D)) < [0l + 22| IPeupl?,
0<p,q<s

where A = 7 is the CFL constant, and Q()) is a polynomial in A with non-negative
coefficients.
Next, let’s expand the estimation for the spatial discretization term:

Z b C)Tah Dpu™, (Dgu™)*).
0<p,q<s

The estimation for this part can be conducted following the method proposed in
[29], with a focus on the (s + 1)-th order leading principal submatrix BS of B(S).
Let detB¢ denote the value of the principal subdeterminant. Define the set B =
{k : detBS <0, and 0 < k < { — 1}. Then, the indicator factor p is:

min{y:v € B} if B#0,
(10) p= i J |
¢ otherwise.

Then, we divide the set 7 = {0,1,...,s} into three parts: 73 = {0,1,...,p — 1},
m={p,p+1,...,( =1}, and 73 = {¢,( + 1,...,s}. It is worth noting that when
p is set to 0, the set « is divided into two parts me and 7. Similarly, when p is set
to ¢, the set 7 is divided into two parts 7 and ms.

Next, we will estimate the spatial discretization terms in different sets:

(41) Z b Tah (Dpuy, (Dgup)* Z Aab,
0<p,q<s a,b=1,2,3
where
(42) Aw= Y o anDuf, (Dyup)).
1€Tq,JETY
According to the definition of p (40), the leading principal submatrix l’)’if1 is

positive definite. Therefore, there exists a constant € > 0 such that Bg% —eb,
is positive semi-definite, where E is the identity matrix. Then, by Lemma 3.2, we
have:

An= 3 70— eij)an(uf, (D)) £0
1ET,JETL

here e; ; is the element in row ¢ and column j of matrix e/Z. Then, by the properties
of the bilinear form (19), we can get :

(13) An S —erh ™t S DI,
1€
Then, according to Lemma 3.1, 4.1, the relationship of norms (23),
A+ A=Y S (anDiuf, (Djup)”) + an(Djuf, (D))

1€T1,jEM2

<730 Y 0D In, Dy,

iE€ET JET2
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By the Young’s inequality and the relationship among temporal differences (4.1),
there exists an €; such that we have the estimation:

€
(44) A + Aoy S - 7h7 D7 D | + AQ1 (W) [Dyup |,
1ETY

where Q;()\) is a polynomial in A with non-negative coefficients.
Similarly, we have:

(45) Azs + Azg + Ago S AQUNID,up|” + AQ2 (M) IDeu |,

where Q5(\) is a polynomial in A with non-negative coefficients.
And there exists €5, and we have the estimation:

€ - n n
(46) A+ Az S fTh U I+ AQa (M) [Deur | .
1ETY

Therefore, combining inequalities (43)-(46), we have the estimation for the spa-
tial discretization term as:

n n*x € — n n
> bran@ypui, (Bgup)) S 57 Y IR + (AQ + AQ: (A lIPcup
0<p,q<s 1ET]
(47) +AQ1 (W) 1D,
where € = maxz{e;, e2}. Thus, combining (39) , (43) and (47), we obtain:
(48)
oGP = g ) < [0l +AQ(N) + AQe(N)| IDeui > + AQu ADIID,u I
([, ; ¢ 2 i I? + AQ () D up .

Before providing the stability analysis of RKSV(s)k), let’s give definitions of
monotonic stability and weak stability.

Monotonicity Stability: A scheme is said to have monotonicity stability if
Jup+| satisty,

2 2
lup ¥H° < fluill®, n>o0.
Weak(7) Stability: A scheme is said to have weak(y) stability if |Ju} ™ || satisfy,
i M < (L CA) ], n> 0.

The CFL number ) is small enough, and the constant C' > 0 is independent of 7, h
and n.

Based on the definitions of stability mentioned above, we present the conclusions
regarding the stability of RKSV(s,k).

Theorem 4.2. With the termination index ¢ and the contribution index p ob-

tained by the above matriz transferring process, we have the following stability of
RKSV(s,k).

(1) If a(c? < 0 and p = (, then the scheme has monotonicity stability.
(2) If a(é) < 0 and p < (, then the scheme has weak (2p 4+ 1) stability.
(3) If a(c? > 0, then the scheme has weak () stability with v = min(2¢, 2p+1).

Proof. Since ag? < 0 and p = (, if the CFL number X is small enough, we can get

QB 17 — %) = [ +AQ1 () + A@2(N)] IDcull? < 0

This implies the first conclusion.
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If aé? < 0 and p < ¢, we can still keep the nonpositivity as above if the CFL
number is small enough. As a result, we can get from Lemma 3.4 that

2 2 2
ag(lup HI* = llpl*) < CAIDup|” < CXPFlug|

which implies the second conclusion.
The last conclusion can be obtained along the same lines, so the proof is omitted.
O
5. Analysis of the error estimate

In this section, we will first present the error equation of RKSV(s k), and then
estimate its convergence order optimally. Before that, let’s introduce the Lagrange
projection operator.

5.1. Lagrange projection. Introducing the Lagrange projection Py : Hp — Up,
which satisfies the k + 1 conditions

(49) 'Phu(.’ti_’j) = U(.’Eiyj),l' c {1, e ,N},j c {1, ey k+ 1}
By the fact, there holds the interpolating property:

(50)

lu— Prull < B |uflks1,00-

When u is the true solution of the hyperbolic equation and wuy, is the numerical
solution, the error e,, = u — uy can be decomposed into:

(51) eu = &u = Nu,
where
Ny = Pru—u, & = Pru — up.
From the above definitions, we have &, € Uy, while e,,,n, € Hp.

Lemma 5.1. By the definition of ap(-,-*) in (10), then for all w € Uy,

(52) ap(Ny,w*) = 0.

Proof. Taking v = 1, in (13), then we have

N k
h (M, w ZZ ,J+1 (nu)l_,j)
i=1 j=0

By the (49), we obtain in each point z; ;(i € {1,...,N},j € {1,...,k+1}) satisfied
(Mu)i,j = Nu(xi ;) = 0. This way, the lemma is proved. O

5.2. Error equation. Let’s denote the exact solution function u at each time
stage as u € Hyp,.

ut =), £=0,1,---,s,

where v™° = u™ and u™® = T,
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There exist u™* € Hj, where n € {0,1,--- ,M} and £ € {0,1---,s}, such that
for any w € Uy, we have:

(un,l, U)*)
(53)
(un,sfl, w*)
(u™*,w")
(un,()’ w*) CLh(un,O7 ’LU*) 0
:{Cén} + T{dfn} + 5

( n,s—2 a (un,s—Q w*
(un,s—l7 w*) ah(un,s—l ’U)*) (Gn e7 w*)

where G™® represents the truncation error in the temporal discretization. It is
worth noting that in the equation (53) satisfied by the exact solution, apart from
the truncation error G™? in the last row, which is non-zero, for RK(s) numerical
schemes, temporal truncation error only manifests in the final step.

Thanks to the Taylor expansion, there exists a € (t",t"T!) such that G™* =
Ts+1

m@f“u@ ). Consequently, we always have

(54) 1G] < Cr e

By subtracting the equation satisfied by the numerical solution (9) from the
equation satisfied by the exact solution (53), we obtain the equation satisfied by
the error e,:

(et w")
(55) (51 o)
u Y
(e, w")
(e, w*) an (e, w*) 0
—{cen} : +{du} +
" (ems=2 w*) " ap(en*=2, w*) 0 ’
(en=" w") ap (e~ w*) (G™*,w")
where et = ymt — uZ’é for £ = 0,1,---,s. Also, we have e™? = e and e™* =

en+1,0 — enJrl

u u *
Replacing e, in (55) with &, — 7, and similarly, we have "0 = " and £ =
EntL0 — ¢ntl for £ The same representation applies to 1 as well. Then, utilizing



ANALYSIS OF ANY ORDER RUNGE-KUTTA SPECTRAL VOLUME SCHEMES 199

Lemma 5.1, we have:

(€nh,w)
(56) :

(€mo 1 w)

(€ns w*) |

() ] (€0 w) (0, w*)

= : + {cen} : ~ {ew) :

(51, w) I e ) I e )

(s w0ty | (€ w) (=1, )
an (€0, w*) 0

dﬁ .

Frided ) ey | 0

ah(ggvs_law*) (Gmsvw*)

For the projection error of the Lagrange operator /¢ = u™* — Ppu™*, we have the
estimation (50). This means that to estimate the error e,, we only need to provide
an accurate estimation for &,, which involves estimating the convergence order for
(56).

Adding the symbol G™* = 0 for ¢ = 1,--- ,s — 1, we can then derive the error
equation for each stage solution as:

(57) Erttw) = > el w) 1Y desan(Ert w)

0<k<l 0<k<t

n A+1 § e, Rn Gn,€+17 ’U)*)
0<k<¢

We will analyze the optimal convergence order of the error equation (56) for
RKSV(s,k) using the evolution of matrices. The overall evolution process will follow
a similar analysis based on the stability of RKSV(s,k). Before proceeding, let’s
introduce some explanations of symbols.

We define the operator E,, where x € {0,1,--- , s}, with initial condition satis-
fying Ege;! , and in other cases, it satlsﬁes
(58) EN@Z = Z ﬁm€€Z’Z7 K€ {17 e 78}7
0<t<k

where the constant coefficients 8 satisfy > <, Bx¢ = 0. From (58), the operator
E, acting on e], can be seen as a linear representation of the stage error solution
et

It is worth noting that, so far, B, is still unknown. To further determine its
value, we will utilize the relationship between inner product and bilinearity. For

any w € Uy, the operator E, satisfies the following expression:

(59) (Ep&l,w*) =71ap(Ex_1&, w") + (Eemyy, w*), w=1,---,8—1,
(60) (Esfz, w*> = Tah(E5—1§37 w*) + (E5n37w*) + (énviw*)a

where the G5 = p——— -G™*, according to the definition (5), it is evident that
ds—1,5—1 is not equal to 0
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Due to the definition of G™* =0 for £ =1,2,...,s — 1, equations (59)-(60) can
be written in the following unified form:

(61)  (Exél,w") = tan(Ep—1&,w*) + (Benly, w") + (G™" w"), k=1, s.

Remark 5.1. In equations (59)-(60), the operator E, may not appear to simply
transfer the temporal discretization term to the spatial discretization term, which
distinguishes it from the operator D,. At the same time, we have expressed the
recursive relation for E.ell as a recursive relation for E &, which can be observed
by combining the second term on the right-hand side with the left-hand side, while
utilizing the relevant properties of ap(ny,v*). This handling is aimed at facilitating
the analysis of the term & in the subsequent steps. It is worth noting that in the
estimation of the last term Eg, the term of temporal truncation error has been added.

Lemma 5.2. For the k € {1,--- , s}, we can get
(62) IE<&all < CAIEs1&5 0 + CTR™ ]|k s2,00 + CTFH ull 512,00,
where A = 7 is the CFL number.

Proof. Taking w = E.£" in (61) and combining it with the Cauchy-Schwarz in-
equality, we have:

(63) IEAE2N < CMIE«—1 &2 + NEsnillulli+2,00 + IG™ N ulls+2,00,
By the (54), we have
(64) Gl < O ulls42,00

The E,nl* = By xnit® — ZOSZSK—l Be.xm¢, noticing Zogégn Bex =1, hence
(65) IEcnill < CTR*|ullk2,00.
Combining the (65) and (64) into (63), then the Lemma was proved. O

Based on the definition of E, given by (59)-(60), we can derive the expression
at "1 as follows:

(66) et = 3 BEel

0<k<s

Where Sy > 0 is only used for scaling, let 8 = (8o, 81, , Bs)-

Since et € Hj, and E&" € Uy, for k € {0,1,--- ,s}. Therefore, by taking the
inner product of the left side of (66) with Bo(£71)*, and the inner product of the
right side of (66) with > . . Bx(E.&y)*, we have:

1 1
Bo(en™, (&) E BpEpey E Ba(Eq&yr)
0<p<s 0<g<s

Using the definition of || - ||, the symmetry of inner product (24), and the error
relationship (51), we obtain:

B(Enth, (™)) = B3t () + (O BBpll, Y Ba(Eg&l)")

0<p<s 0<g<s

—( Z BpEpm Z Ba(Eqg€)™)

0<p<s 0<g¢<s
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Further processing the above equation, we have the error equation:

BEUET I = MEnl®) = D copa(Eplits Ba€) )+ D dpg(Epmit, (Bofl)")

0<p,q<s 0<p,q<s

(67) = RHS(¢;))

Where cgo =0, ¢pg = Bpf3g for p+q > 0, and dss = 0,dpg = —cpq for 0 < p+q < 2s.

According to equation (67), the optimal convergence order of RKSV(sk) is de-
termined by RHS(&}}). In other words, once the estimation for RHS(}) is provided,
the result for the optimal convergence order corresponds accordingly.

Since the right-hand side of equation (67) only depends on the inner product
of the error in time stages, we attempt to use the equivalence relation (61) to
transform some inner products of the error in time stages into bilinear forms of
spatial discretization errors. After using the equivalence relation [ times, where
[ > 0, we obtain RHS(®)(£]) as:

RHS® (67) — Z 61(71)( E Z d (Epm s (Eq&i)™)
0<p,q<s 0<p,q<s

(68) D (G EED) D hran(Bygl, (Begr))-
0<p,q<s 0<p,q<s

Here, we refer to | as the number of transformations applied to RHS(E]). I(fq) , dl(fq) ,

g,(,g, hl(,q represent the elements in the p-th row and ¢-th column of matrices C,
DO, GV, and H®, respectively, where p, ¢ € {0,1,---,s}.
Based on this, we will provide detailed explanations of the evolution process for

RESO) (&7).

5.3. The evolution iteration of RHS(l)(ﬂL‘). According to the stability analysis
in section 4, the evolution iteration of RHS(£)) in the RKSV(s,k) follows a similar
process as that of RHS(u}) in the stability analysis.

Firstly, we will provide the initial matrix for RHS(£"). The process described
by the initial matrix corresponds to equation (67), so we have:

(69) cO — {Cpq}JD)(O) _ {dpq},G(O) _ @,H(O) —0.

Here, C(© represents the initial matrix of elements Cpq> D represents the initial
matrix of elements d,,, and G(*) and H(®) are both zero matrices O, representing
the initial matrices of elements g,, and h,q, respectively. Additionally, CcO, pO),
G, and H® are all symmetric matrices of size (s +1) x (s + 1).

The motivation behind the matrix transformations in (68) can be attributed to
two reasons. Firstly, the equivalence relation (61) transforms some inner products
of the error in time stages into bilinear forms of spatial discretization errors, which
means that elements in the matrix C! are transformed through specific operations to
matrices C'*! and H't!. This process also involves the temporal truncation error,
represented by the matrix G!*'. Secondly, it is driven by fully exploiting the skew-
symmetric properties of the approximated bilinear forms in spatial discretization,
as described in equation (18).
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Next, to summarize the iterative evolution process of matrices, assuming we start
from the [ > 1 iteration, the matrices in RHS()(£7) can be summarized as follows:

ro, O , O O 7
CHC R N
I 41 Ltz . _ _ _ S_ _
0] 0) 0}
c® = @:Cl+1,llcl+1,l+2 Ct1s |,
N N | .
L :
L O C(el% | C(el}+1 ofik
[, x * *
LI R
- L _ L bt S_ .
l l i
DW = *:dl(jl,l:dl(jl,lJrl dl(JZzl,s ,
| . | . .
| . | : :
! l
L aly o dl), 0 |
[ K * 1k x
£ 00 L 9in 9
L Zue ] Zetr 2 S
l
GO =| *'gl, " 0 0|,

| . | . c.

I : I : :
R
'75;77*7;77* 777777 *

*\ h(l) \h(lj h(lj
0) WwLiZ(l”*‘LJ(i)t1 77777 3 .
HY = | * Mgy

| . | c.

I : I !

Lxt R 0 0

It is worth noting that although we represent the zero matrices in C) as @, the
zero matrices O at different positions have different meanings. The zero matrix on
the diagonal is denoted as @(y1)x(i+1), the zero matrices from the second to the
s-th in the first row are denoted as Q(;41)x1, and the zero matrices from the second
to the s-th in the first column are denoted as @4 ;11). The same principle applies
to the symbol %, which represents the non-zero elements in matrices D), GO, and
HO.

Next, we will evolve RHS® (£7) one step further to RHSUH1) (£7) using the e-
quivalence relation (61). This involves transforming the elements in the [ 4+ 1-th
row of the matrix C¥) into the remaining matrices. According to the symmetry of
matrices, similar operations are performed for the [ + 1-th column of C®.

First, we check if cl(ll) is equal to zero. If it is zero, we can use the symmetry of
the inner product (-, -*) to rewrite it as:

) B €l (Ba€)*) + e (Bald, (B €)) = 2¢) (B &l (Bi€l)*).

Then, by fully exploiting the equivalence relation (61), we have:

l n ny* l n nyx* l n nyx*
2 (Bipa €, (E€R)) = 26 ran(Bael, (Eagl)*) + 2¢) ) (Bupal, (Ea€l)*)
(70) +2cl (G (B,
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And for [ +1 < p < s—1, we have:
(71)

l n ny sk l n n\* l n n\*
(a0, (Ba€)*) + e ) (Bl (B 1€0)") + Opapa oy (B, (Brpr€l)*)

@
_ o 2%y
— p,i+1 Cp,l+1 - B

| B (Bin€)") + 2600 [ran (Bl (BIED)")
p,

+ ran (Bl (Bp) )] + 26 | ((Bpanl, (Bi€l)™) +2¢0), (GmPHE (Bl

Where when p = [+ 1, 6,41 equals 1, and in other cases, it equals 2. Thus, we
have completed the processing of elements in the I-th row, completing the [ 4+ 1-th
iteration.

Next, we will provide a systematic explanation of the evolution process of the
matrix.

Theorem 5.1. Forl > 0, the matriz evolution of C, D, G, and H will follow the
following steps, assuming q < p:

o Firstly, when | = 0, the initial matrices are determined as follows: C®) =
{epat DO = {dpq}, G =HO = 0.

e Next, when I > 1, the matrices are updated. The updating of elements c,()lq)
in CW satisfies the recursive formula:

07 q= I — la
-1 -1
W _ W _ cz(,q ) _ 201()“’)(171, p=1andq=1I,
Cpqg = Cqp = A=Y =1 l+1<p<s—1landqg=1
Pq p+l,g—1 SpP=S and ¢ =*
(-1 .
Cpq otherwise .

The updating of elements dl(fq) in DU satisfies the recursive formula:

wnww{%5”+%$“,l<p<samq=l—L
pq qp

-1 .
di(;q ), oterwise.

The updating of elements g,(,Z) in GW satisfies the recursive formula:

gl = ¢ — 2epy ), I<p<sandq=1-1,
pa » g,(,lq_ b , oterwise.

The updating of elements hz(,lq) in HY satisfies the recursive formula:

q h(lfl)

KO — 0 — {Qng,ql)’ I<p<sandq=1-1,
P w pq oterwise.

o Thirdly, updatel tol+ 1. Then, check if cl(ll) equals 0. If it does, repeat the
second step. If it does not equal 0, the matriz evolution concludes, and the
termination index ¢ s set to l.

e Finally, we output the matrices C(©), D) G, HO | and the termination
indez C.
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5.4. The error estimate of RKSV (s,k). Following the analysis of the matrix

evolution described above, we will now analyze RHS()(£7) to obtain the error
estimate of RKSV (s k).

FUET I = enl®) = D o Epllr, (B&)) + D di (Epmly, (Bgél))")

0<p,q<s 0<p qss
i Z (C) (G™P (Eq&™) Z h(C)mh (Ep&y, (Egé)™)
0<p,q<s 0<p,g<s
(72) =A; + Ay + Az + Ay,

The analysis of RHS(S)(¢7) will be divided into four parts: Aj, Ag, Az, and Ay.
Next, we will proceed with the corresponding analysis of each part.

Before the formal analysis, we focus on the (k 4 1)-order leading principal sub-
matrix HS of H(®). Let detHS denote the value of the principal subdeterminant.
Let H = {k : detH$ <0, and 0 < k < { — 1} be the set. Then, the indicator factor
p is given by:

(73) p= {min{v cyeHY if H#@,

¢ otherwise.

Then, we divide the set 7 = {0,1,...,s} into three parts: m = {0,1,...,p — 1},
m={p,p+1,...,(—1}, and 73 = {{,{+1,...,s}. It is worth noting that when p
is 0, the set 7 is divided into two parts mo and m3. When p is (, the set 7 is divided
into two parts 7y and 3.

e Estimate the term of Aq.

A = Z C;()%)(]EP§Z7(E11£Z)*)'

0<p,q<s

From the above expression, we can see that the estimate of A; is an estimate
of the error in the temporal discretization, utilizing the newly defined norm

(22), and given that C(C? # 0. Then, directly applying Cauchy-Schwarz
inequality and Young’s inequality, we have:

Alffcgg IBcal® +C Y IEg)?
lems\{¢}

(74) < Cled + AQIECERN® + CT2h 2 |[ulf? 5 o + CT**2|u)? 5 .

where the constant C' > 0 is independent of 7, h, and n, and Q1()) is a
polynomial in A with non-negative coefficients.
e Estimate the term of As.

Z d(o Pnu7 453)*)

0<p,q<s
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Since d(o = d(()% = B2, |En?| < OTh** L |u|lrs2.00, 5 € {1,-++, s} and
Young 1nequahty, then there exists a constant es:

A< Y dG B D))

0<p,q<s
2
- OB+t Y0 | D (@) | IELL
0<p<s 0<p<s \0<qg<s

Ce
< TR a0+ OAQIEELI,

where the constant C > 0 is independent of 7, h, and n.
Utilizing Lemma 5.2, we have:

(75) Ag < e W 2||ul|jr2,00 + TAQ3 (N EX]7,

where Q3()) is a polynomial in A with non-negative coefficients.
e Estimate the term of Ajs.

Az= ) g (@GP (Begl)).

0<p,q<s
Since g(()g) = géo) =0and G*? =0,p € {0,1,--- ,5 — 1}, we have
= Y g9 G (Eel)).
1<g<s

Utilizing (54), Cauchy-Schwarz inequality and Young’s inequality, then
there exists a constant e4:

€4y Am,s 2 -1 (C) n|2
hy < % Y g9 IR
1<g<s 1<q<s
(76) < Cear™ P2 |ulls12,00 + CAQN [ELEL]*.
e Estimate the term of A,.

Z héi)’rah (Ep§Zv (qug)*)

0<p,q<s

For ease of analysis, we introduce symbols:

A(7Taa77b) = Z T(h(C —Yopq)an(Ep&y, (Eg&yy)” "‘Z h(C)_'Y(Spq Jan(Ep&y, (Ee€y)"),
PETa PETY
qeETY qET,

where a,b € {1,2,3} and 6,, is the standard Kronecker delta symbol,
~v > 0 is the minimum eigenvalue of the symmetric positive definite ma-

trix {7 by e, -
The fourth term contains all terms in the form of ay(+,-*), which can be
decomposed as:

1- 1~
(M) Au= Y0 man(Bgl (Bp€)") + 5AMm, m) + 5A(r2, o)
0<p<s

1- . . .
+ §A(ﬂ'3, mg) + A(my, m2) + A(m1, w3) + A(mre, 73).
For the first term on the right-hand side of Ay, by the (18) we have:
Z yran(Epéy, (Bpéy)™) = =77 Z H]Epgnlll“h =

0<p<s 0<p<s



206 P. WEI AND Q.S. ZOU

For the second term on the right-hand side, we note that {h,(,%) —Y0pq }p.qem
is a symmetric positive semi-definite matrix. Then, we can utilize the prop-
erty of (21), and thus have:

1 ~ T *
*A(WIJTl) Z T<h;()€1) — Y0pg)an(Epéy,, (Eg&y)™) <0
pETL
qE™TL

According to (20), we obtain:

Shma,m) = 3 (A — 1d)an (Bl (Eotl)")

pEM2

qeET2
< OA Y BELIIELL < CA DY BRI
Pgﬂz PET2
qE&m2

Similarly, we have the estimate:
1-
FA(ms,m3) < CX Y [EELI
PET3
According to (18), we can express the fifth term as:

A(mr,mz) = =21 D (hiG) — 100 Ep€i] I, g€ lIr, -

pE™L
qe™T?2

Then by the Young’s inequality, we have the estimate

. 1 n "
A(?T177T'2) S Z’YT Z H]Epfu| %h + CT Z H]EPEU| 7

In
PETL pET2
1
<0 D IEELIE, +OX D B0
PEML pPETy

Similarly, we have

A 1 n n
Almyms) < 797 D IEREHI+ON Y B,

pPETL pET3
A 1 n n
Alma,ms) < 297 3 IEELIE, +CA Y IEEL1
pET2 pET3
Based on the above analysis, we obtain the estimate of Ay:
Ay<OXYBELIP+CN D B S
pE™T2 pET3
Combine the Lemmab.2, we have
(78)
Ay SAQ3MNEELP + AQaNIEEL N + 70 [} sa,00 + 72072 Jull? 12 -

Next, we will present the conclusions regarding the error estimate of RKSV (s k).
Use the (74),(75),(76) and (78), we have

IEr M P — e < 1esg) + AQuIEER I + AQUIELEL I + AQa(A) | Ecer |
€3 72

2T s 00+ €472 ul] sz 0

+ T4h2k”qu+2 oo + 7—2&+4h’ 2||uHs+2 [e%) + -
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Taking €3 = €4 = O(77 1) and let A < 1, we can get

2 2
w17 — el
S[e + 2%+ 202 4 2R + Th iy 2,00 + 72 o 42,00
Assume A* = O(7), then we can get

2 2
(19) I - e
<L)+ X%+ 2P HER + 7RI + (T 4 ) g o

Theorem 5.2. With the termination index ( and the contribution index p obtained
by the above matriz transferring process for the RHS(EY), we have the following
error estimate of RKSV(s,k).

(1) If a(c? <0, p=C( and the CFL condition satisfies T = O(h) ,

(2) If a(c? <0, p < ¢ and the CFL condition satisfies \?P+t1) = 1,

3) If a(é) > 0, and the CFL condition satisfies \V) = 7, v = min(2¢,2p + 1).
then the error estimate of the RKSV(s,k) is:
(80) [u™ =il S (B 4 7°) fullk42,00-
Proof. We will dividing it into three cases for analysis:

(1) If aé? < 0 and p = ¢, then we partition the set 7 = {0,1,--- , s} into two
regions: m; = {0,1,---,{ —1} and m3 = {¢,{ + 1, -+ ,s}. Then, based on
the analysis above, we conclude:

n 2 nn2 n2 n|2 s
et 1? = 1Enl® < (ef + X2OER® + TIEnl® + (R 2 + 72) Julli2,00

We have cé? <0, and ) is a sufficiently small number, then we can obtain:

n 2 n |2 n |2 s
(81) &I = Nenl™ < ThERN™ + 7 (h*5 2 4 72) [l 42,00
By the Gronwall inequality, the error estimate can be get :
(82) el S (RE 4 7) lufler2,00-

Noticing u — up = e, = &, — Ny, thus we can get the e, estimate by the
triangle inequality and (82).

(83) lu® = upll S ™ = upll S (W +7) fullk2,00-
C < 0 an < (, then we partition the set = = {0,1,---,s} Into
2) 1f ¢if) < 0 and p h ition th 0,1 i

three regions: m = {0,1,---,p— 1}, ma = {p,p+1,---,( — 1}, 13 =

{C7<+17 75}'
We have cgcc) < 0, and X is a sufficiently small number, then we can get
n 2 ni2 nn2 s

a1 =N < (7 + X2 + (%2 4+ 72 [ullf 42,00

When the CFL condition A?*T! = O(7) is satisfied, we have:

(84) lE&x 1P = Nenl® < CrlEl® + Cr(h™* 2 + 72l 42,00
According to Gronwall’s inequality , the error estimate is:
(85) lnl < O 4 7°) ullf s2,00-

Note that u — up = e, = £, — 1, thus we can obtain an estimate for e,
through triangle inequality and (82).

(86) [ = bl < ™ = upll S (B +7°) [ullero,c0-
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TABLE 1. Key Factors in RKSV(1, k) to RKSV(12, k).

©)

Schemes s 0% ¢ p ~ CFL condition
RKSV(1,k) 1 1 11 2 7=0(?
RKSV(2,k) 2 1 2 2 4 1=0(0n3
RKSV(3,k) 3 -3 2 2 - 7 =0(h)
RKSV(4,k) 4 -8 3 2 5 71=0(h"Y
RKSV(5,k) 5 40 33 6 71=0(h)
RKSV(6,k) 6 180 4 4 8 T1=00n¥)
RKSV(7,k) 7  -1260 4 4 - T =0(h)
RKSV(8,k) 8 8064 5 4 9 1=0(h"®)
RKSV(9,k) 9 72576 5 5 10 7= 0O(h'%9)
RKSV(10,k) 10 604800 6 6 12 7= O(h'?/11)
RKSV(11,k) 11 -6652800 6 6 - 7 =0(h)
RKSV(12,k) 12 -68428800 7 6 13 7= O(h'3¥/12)

(3) It cé? > 0, then we divide three domain m = {0,1,---,p — 1}, m =
{p,p+1,---, (=1}, m3 ={(¢,{(+1, -+, s} in the domain 7 = {0,1,--- , s}.
Then, by the above analyze, we have:

n 2 ni2 n|2 s
IEs 7 = N < (7 + A2+ N2ONERT + 7 (h*FF2 4 72) |uf k2,00
We can take the CFL condition satisfy maz{\2’*1 A%} = O(7) , then we

can get
2 2 2
(87) s 7 = Nl < ThE” + 7(h*F 72 + 72) ull42,00-
By the Gronwall inequality, the error estimate can be get :
(83) bl < (R + 1) lullerz,0.

Noticing u — up = ey = &, — 1y, thus we can get the the e, estimate by the
triangle inequality and (88).

(89) [ = whl| < flu™ = uill S (B +7°) [ullir2,00-

O

Remark 5.2. If RKSV(s,k) exhibits monotonic stability and satisfies the CFL
condition T = O(h), and if RKSV(s,k) exhibits weak () stability and the CFL
condition satisfies XY = O(1), then the error estimate of the RKSV(s,k) is:

I = bl < (B 4+ 7%) ull oo

The research shows that the numerical scheme is monotonically stable when s = 3
(mod 4), while for other cases the stability index takes different forms: when s =0
or1 (mod 4) we havey = s+1, and when s = 2 (mod 4) the stability index becomes
v=s+2.

Next, Below, we will present the key elements of stability and convergence in the
RKSV(s,k) scheme. In the following table, we will list the crucial factor information
for RKSV(1,k) to RKSV(12,k): the termination factor ¢, the indication factor p,
stability index =y, and CFL condition.

The error estimate is O(7* 4+ h*+1) holds when the RKSV (s k) satisfies the cor-
responding CFL condition, as shown in Table 1.
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5.5. Cases. In this subsection, we will provide specific proofs for the error estimate
of RKSV(s k), where s = 1,2,3,4. This involves demonstrating the evolution of
numerical scheme matrices for different orders. Similar proofs for other orders can
be provided in a analogous manner.

Case 1. The error equation for RKSV(1,k) applied to hyperbolic equations can be
expressed as:

(90) (em T w*) = (e, w*) + Tap (e, w*) + (G™ w*).
Then replacing &, — 7, by ey, we can rewrite (90) as
O1) (€ w) = (€ W) + (T -l w') + Tan (€, wt) + (G w”).
Since Egel! = el! and the (62), we have
(B1,v7) = an (o, v*) + (Bargl + G™, '),
where the G™! = G™'. Then from (91), we obtain
ntl _ n

u eu :

Eie, =e
We conclude from the above formula that
eZH = Eqe), + Epeyy,

hence that 3 = (1,1) . Based on this, we can write down the initial matrix:
_|01 o_| b 1l go_go_|00
co=[9 1], po=[ 4 3 eommo=[ 0]
By the matrix transferring, we obtain

m_100 m_|-10 m_ |0 2 m_ 10 2
C{Ol}’D{OO’G2O'H20’

o

Since ¢ = 1 in C, the evolution of the matrix stops, and finally, we obtain ¢ = 1
and the indication factor p = 1. Therefore, according to Theorem 5.2, the scheme
achieves optimal convergence order when 7 = O(h?).

Case 2. The error equation for RKSV(2,k) applied to hyperbolic equations can be
expressed as:

(92) (ent w*) = (el w") + Tap (e}, w),
93) (el ) = el e w) + an(elw) + (67w,
After replacing &, — 1, with e,, we can transform (92)-(93) into:
(94) (€t w®) = (&0, w") + (! = w*) + Tan (€, w"),
95) (€)= S )+ @ = w)
+pan(E w) + (G w).

Noting that Ege]l = €l and the definition of E; in (61), we have
(Eq1&y,v") = Tan(Eo&yy, v*) + (E1ny, v™).
then by the (94)
Eiel = el —en.
According to (61), Ey satisfies

(Eagyy, ") = man (B, v*) + (Bargyy + G™2,07),
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where G™! = 2G™1.
By (94)-(95) it is obvious that
Eqey, = QeZJrl — 263’1.
And through simple calculations between operators Eg, E;, Eo, we obtain
2e" T = 2Rge 4 2K e 4 Egel,

and B8 = (2,2,1). From this, we obtain the initial matrix:

0 4 2 -4 -4 =2 00 0
CO=14 42|, DO=] 4 4 2| GO=HY=]0 0 0
2 2 1 -2 -2 0 00 0

By the matrix transferring, we obtain

0 0 0 -4 0 0
c®W=10o02|, DV=|o0 -4 -2,
0 2 1 0 -2 0 |
0 8 4 0 8 4]
GW=|8 0 0], HY=1]8 0 0
4.0 0 4.0 0

Since the value at cgll) = 0, the evolution of the matrix continues:

00 0 -4 0 0

c®=100o0|, D= 0 -4 0],
0 0 1 0 0 0
0 8 4 0 8 4

GP=|8 0 4| H? 8 0 4|,
4 4 0 4 40

Since the value 0(222) # 0, the evolution of the matrix stops, resulting in the termina-
tion factor ¢ = 2 and the indication factor p = 2. Therefore, according to Theorem
5.2, the scheme achieves optimal convergence order when 7 = (’)(h%)

Case 3. The error equation for RKSV(3,k) applied to hyperbolic equations can be
expressed as:

(96)
(eﬁ’“l,u)*) = (eﬁ’l,w*) + 7'(1h(e’u“l,w*)7 1=0,1,
o7)
(e w%) = g (elw) + (e ™) (% w™) + Zan(el w) + (679, w)

Substitute &, — 7, for e, in (96)-(97), we obtain
(98) (€ w) = (€0 ') + (e — ) + (€ ), 1= 0,1,
(99) (€ w") = G260+ 3601 + €02 wT) + S (On — 20 = 3 %, w)
+ can(El w) + (G ).
Noting that Egel? = e and the definition of E; in (61), we have

(E1&y,v") = Tan(Bo&y, v") + (Eamy, v7).
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then by the (98), we can get
Eie] = eZ’l —ep.

By the definition of Ey in (61), we have

(E2&yy,v") = Tan(E1&y,, v™) + (Eamy, v™).
then by the (98), we can get

Eqey, = eZ’Q — 262”1 + el
According to (61), E3 satisfies
(B3, v™) = Tan(Bagll, v") + (Banl + G2, v%),
where G™3 = 6G™3, we have
Eze” = 6% — 3e™? — 3¢,

And through simple calculations between operators Eg, E{, Es, E3, we obtain

6e T = 6Ege!” 4 6E e’ + 3Eqe” + Ege!,
and 8 = (6,6,3,1). From this, we obtain the initial matrix:

0 36 18 6 ~36 —36 —18 —6

c _ | 3636 18 6 o | -3 -36 -18 —6
T |18 18 9 3| T -18 —18 -9 -3 |”

6 6 3 1 -6 6 -3 0

GO =HO = Oss,

Therefore, according to the matrix evolution, we can obtain the matrix for [ = 1
as:

0 0 0 O -36 0 0 0
m_ |0 0 12 6 ) 0 -3 —-18 -6
= 0 12 9 3|’ D 0 -18 -9 -3 |’
|0 6 3 1 0 -6 -3 0
[0 72 36 12 0 72 36 12
m_ |7 0 0 0 m_ |7 0 0 0
G = 36 0 0 0 |’ H = 36 0 0 0
|12 0 0 0 12 0 0 0

Since c(lll) = 0, the evolution of the matrix continues. Thus, for I = 2, we have:

00 0 O -36 0 0 0

@_100 0 0 @ _ 0 -3 -6 0
c 00 =3 31| D 0 -6 -9 -3 |’

|00 3 1 0 0 -3 0

[0 72 36 12 0 72 36 12

G® — 720 24 12 g _ | 72 0 24 12

“ 13 24 0 o0 |’ T 13 24 0 0

|12 12 0 0 12 12 0 0

Since the value at 0522) is not equal to 0, the evolution of the matrix stops, resulting in

the termination factor ( = 2 and the indication factor p = 2. Therefore, according
to Theorem 5.2, the scheme achieves optimal convergence order when 7 = O(h).
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Case 4. The error equation for RKSV(4,k) applied to hyperbolic equations can be
expressed as:

(100) (eZ’l+1, w*) = (eZ’l7w*) + Tah(eZ’l,w*), 1=0,1,2,

3 1 1 1
(101) (emt w*) = g(BZaW*) + g(eﬁ’l,w*) + Z(eﬁ’z,w*) + o (e w*)
l n,3 * n,4 *
b Lan(el ) + (G u),

Substitute &, — n,, for e, in (100)-(101), we obtain
(102)

(fﬁ’“rl,w*) _ ( Z’lvU)*) + (nruz,lJrl _ Uﬁ’l,w*) +Tah(£g)l,w*)7 1=0,1,2,
(103)

1
(€0 ) = (060 BEL + 6ELT 4 €00 ) + Lan(lR ) + (67 )
1
+ ﬂ(%nﬁ“ —Inp = 8t — 6 — it w®).

By the same analysis and Ege;], = e}, we can get:

n_ _n,l n n __ _n,2 n,l n
Eie, =€, —ey,, [Eoe, =€, —2e;" +ey,

n _ _n3 n,2 n,l _ n
Ese,, = e,;” — 3e,;” + 3e,, €

According to (61), E4 satisfies
(Bag,v") = ran(Bsg), v°) + (Eanfy + G™4, ),
where G™* = 24G™*, we have
Egel = 24elt! — 4 — 12e71 — 8el.
And through simple calculations between operators Egy, [Eq1,Es, E3, E; , we obtain
24el T = 24Rgel! + 24E €” + 12Eqe!” + 4Ege + Eyel’,
and B = (24,24,12,4,1). From this, we obtain the initial matrix:

0 576 288 96 24
576 576 288 96 24
C® = | 288 288 144 48 12
96 96 48 16 4
24 24 12 4 1

—576 —576 —288 —96 —24
—576 —576 —288 —96 —24
D© = | —288 —288 —144 —48 —12
—96 —96 —48 —16 —4
—24 —24 —12 —4 0

G = O3, H® = Os5ys.

)
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By the matrix transferring, we obtain

c® =

DM —

HO =

1) _

0 0
0 O
0 192
0 72
0 24

1152
576
192

48

Since ¢;;” = 0, the evolution of the matrix continues:

n® —

G2 —

oo o oo
o O o oo

48

1152
576
192

48

0 0 0
192 72 24
144 48 12 |,
48 16 4
12 4 1
0 0 0 0
—576 —288 —96 —24
—288 —144 —48 -—12 |,
—-96 —48 —16 —4
24 —12 -4 0
1152 576 192 48 ]
0 0 0 0
0 o o0 o0 |,
0 0 0 0
0 0 0 0 |
1152 576 192 48 ]
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 |
0 0 0
0 0 0
0 24 12 |,
24 16 4
12 4 1
0 0 0 0
—576 —96 —24 0
—96 —144 —48 -—-12 |,
—24 —48 —-16 -4
0 -12 -4 0
1152 576 192 48 ]
0 384 144 84

384 0 0 0
144 0 0 0
84 0 0 0

1152 576 192 48

0 384 144 84
384 0 0 0
144 0 0 0
84 0 0 0

213
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Since 0522) = 0, the evolution of the matrix continues:

000 0 O

000 0 0
c®=1000 0 0],
000 —8 4
(00 0 4 1
[ —576 0 0 0 0
0 —576 —-96 —24 0
D®) = 0 —-96 —144 —24 0 |,
0 -24 -24 -16 -4
0 0 0 -4 0

0 1152 576 192 48 ]
1152 0 384 144 84
G® =1 576 384 0 48 24 |,
192 144 48 0 0
48 84 24 0 0

0 1152 576 192 48 ]
1152 0 384 144 84
H® =] 576 384 (0 48 24
192 144 48 0 0
48 84 24 0 0

Since Cg‘? is not equal to 0, the evolution of the matrix stops, resulting in the
termination factor ( = 3 and the indication factor p = 2. Therefore, according to
Theorem 5.2, the scheme achieves optimal convergence order when 7 = O(h%).

In the above four examples, through the evolution of matrices, we can ultimately
obtain the values of cé?, termination factor ¢, and indication factorp. Therefore,
using Theorem 5.2, we can directly obtain the optimal convergence order of the
RKSV(s,k) under what CFL conditions it satisfies.

6. Numerical results

In this section, we will numerically solve three examples, including a constant-
coefficient linear hyperbolic equation, a degenerate variable-coefficient hyperbolic
equation, and a two-dimensional linear hyperbolic equation. In the numerical ex-
periments, for the time discretization, we will use RK(s) methods with s = 3,4, 5, 6;
for the spatial discretization, we will employ two spectral volume methods, RRSV
and LSV. Additionally, for the case of degenerate variable coefficients, we will use
the RSV method as a modification of RRSV, defined as follows: if a(mi_%) >0
and a(z;, 1 ) > 0, the control volume is constructed using the right Radau point;
otherwise, the control volume is constructed using the left Radau point. If the cho-
sen spatial order is k, then the fully discrete numerical schemes considered are the
commonly used four types: RKSV(3,k), RKSV(4,k), RKSV(5,k), and RKSV(6,k).
Different numerical examples will use different £ matched with corresponding time
discretization.

To better present the numerical results, we define the following symbols: the
number of spectral volume elements as N, the number of time discretization steps
as M; Ly norm error denotes the value of ||e}||o, and Lo, norm error denotes the
value of |[e}||0,00-
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TABLE 2. The Lo and Lo, errors of RKSV(3,k) (k = 1,2,3) at
time 7= 1 (Example 6.1)..

RK3-RRSV RK3-RRSV RK3-LSV RK3-LSV
k N Lo order L order Lo order Lo order
16  1.64e-02 - 2.43e-02 - 2.28¢-02 - 3.14e-02

32 4.10e-03 198 6.30e-03 1.94 5.60e-03 2.02 8.00e-03 1.97
1 64 1.00e-03 1.99 1.60e-03 1.98 1.40e-03 2.00 2.00e-03 1.99
128  2.59e-04 1.99 4.0le-04 1.99 3.46e-04 2.00 5.0le-04 1.99
16 5.20e-04 - 9.93e-04 - 8.23e-04 - 1.70e-03 -
32 6.52e-05 299 1.25e-04 298 1.03e-04 2.99 2.09e-04 2.97
2 64 8.16e-06 299 1.57e-05 2.99 1.28e-05 299 2.63e-05 2.99
128  1.02e-06 2.99 1.96e-06 2.99 1.61e-06 2.99 3.29¢-06 2.99
16 1.25e-05 - 3.14e-05 - 2.06e-05 - 5.29e-05 -
32 7.82e-07 4.00 1.99e-06 3.97 1.28¢-06 4.00 3.32¢-06 3.99
3 64 4.88e-08 4.00 1.25e-07 3.99 8.03e-08 4.00 2.07e-07 3.99
128  3.05e-09 4.00 7.83e-09 3.99 5.0le-09 4.00 1.29e-08 3.99

Example 6.1. We consider (1) with Q = [0,27] x (0,1]. The initial value and
boundary value condition are respectively given by

u(z,0) = sin(x), u(0,t) = u(2m,t).
The exact solution of this problem is u(x,t) = sin(x — t).

Next, we will use this example to demonstrate the conclusion from Theorem
5.2: the Lo norm convergence order of RKSV(s,k) schemes with s = 3,4 is O(7° +
hE+1). To demonstrate this, we apply CFL conditions satisfying A = 10! for the
RKSV(s,k) schemes with s = 3,4. Consequently, the Ly norm convergence order
becomes O(h¥*t1). We repeat the same procedure for RKSV(s,k) with s = 3,4
but choose CFL conditions satisfying A = 10~!. This also results in an L., norm
convergence order of O(h¥+1).

Table 2 presents the Ly norm error, L., norm error, and convergence order
in space for the RK3-RRSV and RK3-LSV schemes. We observe that both fully
discrete numerical schemes achieve the optimal convergence order of O(h**1) for
Lo norm error, where k = 1,2, 3. This aligns with the theoretical proof.

Table 3 presents the Ly norm error, L., norm error, and convergence order
in space for the RK4-RRSV and RK4-LSV schemes. We observe that both fully
discrete numerical schemes achieve the optimal convergence order of O(h**+1) for
Lo norm error, where k = 2,3,4. This matches the theoretical proof.

Tables 2 and 3 also show the L., norm error and corresponding convergence
order for the aforementioned SV methods (RK3-RRSV, RK3-LSV with k =1,2,3;
RK4-RRSV, RK4-LSV with k = 2,3,4). The Lo, error has not been theoretically
investigated in this chapter. As shown in Tables 2 and 3, we observe numerical
convergence behavior similar to the Ly norm error.

We investigate the values of A\. Figures 1 and 2 illustrate the evolution of
A=[10"1% 1071410713, 1071210711, 1071, 107%9,107°% 107%7] under tempo-
ral evolution when the time discretization is performed using the third-order Runge-
Kutta method, with spectral volume elements set to 8, 16, 32, and 64.

Figure 1 corresponds to the second-order LSV scheme, while Figure 2 pertains
to the fourth-order LSV numerical scheme. By comparing these two figures, we
observe that the stability behavior under identical values of A differs for different
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TABLE 3. The Ly and L, errors of RKSV(4,k) (k = 2,3,4) at
time T'=1 (Example 6.1). .
RK4-RRSV RK4-RRSV RK4-LSV RK4-LSV
k N Lo order L order Lo order L order
16 5.20e-04 - 9.92e-04 - 8.03e-04 - 1.70e-03 -
32 6.52¢-05 299 1.25e-04 2.98 1.03e-04 2.99 2.09e-04 2.97
2 64 8.15e-06 299 1.56e-05 2.99 1.28¢-05 2.99 2.63e-05 2.99
128  1.02e-06 2.99 1.96e-06 2.99 1.61e-06 2.99 3.29¢-06 2.99
16 1.21e-05 - 3.01e-05 - 2.03e-05 - 5.14e-05 -
32 7.56e-07 4.00 1.91e-06 3.97 1.26e-06 4.00 3.22¢-06 3.99
3 64 4.72e-08 4.00 1.20e-07 3.99 7.93e-08 4.00 2.01e-07 3.99
128  2.95e-09 4.00 7.52e-09 3.99 4.95¢-09 4.00 1.25e-08 3.99
16 1.90e-07 - 6.73e-07 - 3.71e-07 - 1.22e-06 -
32 5.95e-09 4.99 2.12e-08 4.98 1.16e-08 4.99 3.86e-08 4.98
4 64 186e-10 499 6.64e-10 4.99 3.64e-10 4.99 1.21e-09 4.99
128 5.81e-12  4.99 2.07e-11  4.99 1.13e-11 4.99 3.78e-11  4.99
%107 N=8

lleyl
v e s o e u o

FIGURE 1. The temporal evolution of |le,|| in RK3-LSV2 under
different values of .
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FIGURE 2. The temporal evolution of ||e,| in RK3-LSV4 under
different values of A.

spatial orders. Specifically, for the second-order LSV scheme, A = 10~%7 maintains
numerical stability, whereas for the fourth-order LSV scheme, A = 107%7 fails to
preserve stability and the numerical solution diverges.

A similar comparison was conducted for the RRSV scheme, examining the evo-
lution of A = [10716,107*° 101410713, 107210711, 1071, 10799, 107°-%] over
time with spectral volume elements set to 8, 16, 32, and 64. Figure 3 corresponds to
the second-order RRSV scheme, while Figure 4 pertains to the fourth-order RRSV
numerical scheme. Notably, the v values in the table represent the exponents of
the corresponding A values.
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FIGURE 3. The temporal evolution of ||e,|| in RK3-RRSV2 under
different values of A.

N=8 N=16 L10%  N=32

lle, I

FIGURE 4. The temporal evolution of |e,| in RK3-RRSV4 under
different values of A.

Figures 5 and 6 illustrate the evolution of A = [107%7, 10716, 10715 10714,
10753,10712,10711,1071,107%9] over time, using the third-order Runge-Kutta
method for time discretization, with spectral volume elements set to 8, 16, 32, and
64.

FIGURE 5. The temporal evolution of |le,|| in RK4-LSV3 under
different values of .
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FIGURE 6. The temporal evolution of |le,|| in RK4-LSV5 under
different values of .
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FIGURE 7. The temporal evolution of ||e,|| in RK4-RRSV3 under

different values of A.
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FIGURE 8. The temporal evolution of ||e,|| in RK4-RRSV5 under

different values of A.

Figure 5 corresponds to the second-order LSV scheme, while Figure 6 pertains
to the fourth-order LSV numerical scheme. By comparing these two figures, we
observe that the same A value exhibits distinct stability behaviors for different
spatial orders. Specifically, A = 107%° maintains numerical stability for the third-
order LSV scheme, whereas for the fourth-order LSV scheme, A = 107% fails to
preserve stability and the numerical solution diverges. A similar comparison was
conducted for the RRSV scheme: Figure 7 corresponds to the third-order RRSV
scheme, and Figure 8 addresses the fifth-order RRSV numerical scheme.

Example 6.2. We consider the equation
ug + (sin(z)u): = g(z,t), (z,t) € [0,27] x (0,0.1],
with the initial value u(x,0) = sin(x) and boundary value conditions u(0,t)

u(2m,t). The problem admits the exact solution u(z,t) = e*™®=Y)  Note that this
example is different from Example 6.1 in which the coefficient a(x) = sin(x) is a
degenerate variable.

We numerically solve this problem over the following non-uniform meshes. We
divide the interval [0,27] into N subintervals with N = 32,---,256, which are
obtained by randomly and independently perturbing nodes of a uniform mesh up
to some percentages. To be more precise, we let

x; = % + 10(1)N sin(%)randn(), 0<i<N,
where randn() returns a uniformly distributed random number in (0, 1).

Table 6 describes the numerical results for the Ly norm and L., norm measure-
ments of the RKSV(5,k) schemes with k = 3,4,5. It is worth noting that in both
tables, we only provide errors and corresponding orders with respect to the spa-
tial grid size h. To minimize errors introduced by time discretization and ensure
satisfactory fulfillment of CFL conditions, we choose a CFL constant of A = 1073,
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TABLE 4. The Lo and Lo, errors of RKSV(5,k) (k = 3,4,5) at
time T'= 1 (Example 6.2).

RK5-RSV RK5-RSV RK5-LSV RK5-LSV
k N Lo order Lo order Lo order Lo order
32 1.98e-01 1.77e-01 1.98e-01 1.77e-01

64 1.23e-02 4.01 1.00e-02 4.15 1.23e-02 4.01 1.00e-02 4.15
3 128 7.68e-04 4.00 6.20e-04 4.00 7.68e-04 4.00 6.20e-04 4.00
256 4.80e-05 4.00 3.87e-05 4.00 4.80e-05 4.00 3.87e-05 4.00
32 3.86e-02 - 3.19e-02 - 3.86e-02 - 3.19e-02 -
64 1.20e-03 5.00 9.74e-04 5.03 1.20e-03 5.00 9.74e-04 5.03
4 128 3.77e-05 5.00 3.04e-05 5.00 3.77e-05 5.00 3.04e-05 5.00
256 1.17e-06 5.00 9.51e-07 5.00 1.17e-06 5.00 9.51e-07  5.00
32 7.60e-03 - 6.10e-03 - 7.60e-03 - 6.10e-03 -
64 1.18¢-04 6.00 9.56e-05 6.00 1.18e-04 6.00 9.56e-05 6.00
5 128 1.85e-06 6.00 1.49e-06 5.99 1.85e-06 6.00 1.49e-06 5.99
256  2.89e-08 6.00 2.19e-08 6.00 2.89e-08 6.00 2.19e-08  6.00

From Table 6, we observe the optimal convergence order of O(h¥*1) for both L
and Lo, norm errors, demonstrating our theoretical findings in Theorem 5.2 and
suggesting that similar theoretical analysis can be established for L., norm errors.

Example 6.3. Consider a two-dimensional hyperbolic equation with periodic bound-
ary conditions:

U+ uy +uy, =0, (z,9,t) €[0,1] x[0,1] x (0,0.1],
u(z,9,0) = sin(z + ).
The ezxact solution is u(x,y,t) = sin(z + y — 2t).

The current theory does not cover two-dimensional linear hyperbolic equations.
However, we can evaluate the applicability of RKSV(6,k) (with k£ = 2,3,4) in solv-
ing two-dimensional hyperbolic equations using numerical methods. We partition
the interval [0, 1] x [0, 1] into N x N subintervals, where N = 16, 32, 64, 128.

Table 5 displays the Ls and L., norm errors and their corresponding convergence
orders obtained using RKSV(6,s) schemes at T = 0.1, where k = 2,3,4. We only
present errors and corresponding orders related to the spatial grid size h. To control
the influence of time discretization on numerical results, we choose a time step
7 = 0.002xh°. From Table 5, it can be observed that the optimal convergence order
of O(h**1) has been achieved for solving the linear two-dimensional hyperbolic
equation.

In the numerical experiments section, we focus exclusively on instances where
the temporal discretization method is RK(s) with s values of 3, 4, 5, and 6. This
design choice is motivated by two considerations: firstly, when temporal accuracy is
further enhanced without a corresponding increase in spatial accuracy, the overall
accuracy of the fully discretized numerical scheme does not significantly improve.
Secondly, from the perspective of computational efficiency, it is well-known that
higher accuracy entails greater computational cost. However, this additional cost
does not necessarily translate well into improved numerical accuracy. As the order
of spatial discretization increases, we observe that the magnitude of the Lo error



220 P. WEI AND Q.S. ZOU

TABLE 5. The Lo and Lo, errors of RKSV(6,k) (k = 2,3,4) at
time T'= 0.1 (Example 6.3).

RK6-RRSV RK6-RRSV RK6-LSV RK6-LSV
k N Lo order Lo order Lo order Lo order
16 1.80e-03 - 6.40e-03 - 1.60e-03 - 3.90e-03 -
9 32 2.2le-04 299 85804 290 1.96e-04 299 5.07e-04 2.95
64 2.75e-05 3.00 1.09e-04 2.97 2.46e-05 2.99 6.36e-05 2.99
128  3.26e-06 3.08 1.29e¢-05 3.08 3.04e-06 3.01 7.74e-06 3.03
16 9.07e-05 - 2.61e-04 - 8.09e-05 - 2.36e-04 -
3 32 5.69-06 3.99 167e-05 3.96 5.07e-06 3.99 1.48e-05 3.99
64 3.56e-07 3.99 1.04e-06 3.99 3.16e-07 4.00 9.23e-07  4.00
128 2.24e-08 3.98 6.77e-08 3.95 1.97e-08 4.00 5.32e-08 4.11
16 2.19e-06 - 4.74e-06 - 1.50e-06 - 3.96e-06 -
4 32  6.88¢-08 4.99 1.50e-07 4.97 4.71e-08 4.99 1.31e-07 4.92

64 2.15e-09 4.99 4.72e-09 4.99 1.47e-09 5.00 4.14e-09 4.98
128  6.96e-11  4.95 1.54e-10 4.93 4.36e-11 5.07 1.21e-10 5.07

reaches e-08. Such accuracy is already more than sufficient for general computa-
tional requirements.

7. Conclusion

In this work, we have investigated the stability and optimal order convergence
of fully discrete RKSV(s,k) numerical schemes for linear hyperbolic conservation
laws within a unified framework. Leveraging the evolution of matrices within this
framework, we have ultimately demonstrated that when the stability of the fully
discrete RKSV(s,k) scheme exhibits monotonic stability, under the CFL condition
7 = O(h), the error achieves optimal order O(7° 4+ h**1); and when the stability of
the fully discrete RKSV(s,k) scheme manifests weak () stability, under the CFL
condition satisfying \Y = O(7), the error also attains optimal order O(7° 4+ h¥*1).
Simultaneously, through numerical experiments, we have validated that the SV
method achieves optimal convergence rates in both Ly and L., norms and excels
in handling high-dimensional and variable-coefficient problems.

Acknowledgments

The research was partially supported by the National Natural Science Founda-
tion of China under grant 92370113, and by the Guangdong Provincial Key Labo-
ratory of Mathematical Foundations for Artificial Intelligence (2023B1212010001).
The research was supported in part by the National Key R&D Program of Chi-
na (2022ZD0117805), by the National Natural Science Foundation of China under
grant 12071496, and by the Guangdong Province grant 2023A1515012079.

References

[1] B. Cockburn, C.-W. Shu, C. Johnson, E. Tadmor, and B. Cockburn, “An introduction to
the discontinuous galerkin method for convection-dominated problems,” Advanced Numerical
Approximation of Nonlinear Hyperbolic Equations: Lectures given at the 2nd Session of the
Centro Internazionale Matematico Estivo (CIME) held in Cetraro, Italy, June 25-28, 1997,
pp- 150-268, 1998.

[2] S. Gottlieb, C.-W. Shu, and E. Tadmor, “Strong stability-preserving high-order time dis-
cretization methods,” SIAM. Rev., vol. 43, no. 1, pp. 89-112, 2001.



(3]

[4]

(5]

[10]

(11]

(12]
(13]

(14]

(15]

[16]

(17)

(18]

(19]

20]
21]
22]
23]

24]

ANALYSIS OF ANY ORDER RUNGE-KUTTA SPECTRAL VOLUME SCHEMES 221

X. Zhang and C.-W. Shu, “On positivity-preserving high order discontinuous galerkin schemes
for compressible euler equations on rectangular meshes,” Journal of Computational Physics,
vol. 229, no. 23, pp. 8918-8934, 2010.

Z. Wang, “Spectral (finite) volume method for conservation laws on unstructured grids.
basic formulation: Basic formulation,” J. Comput. Phys., vol. 178, no. 1, pp. 210-251, 2002.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/S0021999102970415
Y. Sun and Z. Wang, “Evaluation of discontinuous galerkin and spectral volume methods for
scalar and system conservation laws on unstructured grids,” Int. J. Numer. Methods. Fluids.,
vol. 45, no. 8, pp. 819-838, 2004.

R. Kannan and Z. Wang, “A high order spectral volume solution to the burgers’ equation
using the hopf-cole transformation,” Int. J. Numer. Methods. Fluids., vol. 69, no. 4, pp.
781-801, 2012.

L. Cozzolino, R. D. Morte, G. Del Giudice, A. Palumbo, and D. Pianese, “A well-balanced
spectral volume scheme with the wetting—drying property for the shallow-water equations,”
J. Hydroinformatics., vol. 14, no. 3, pp. 745-760, 2012.

B. Choi, M. Iskandarani, J. Levin, and D. B. Haidvogel, “A spectral finite-volume method
for the shallow water equations,” Mon. Weather. Rev., vol. 132, no. 7, pp. 1777-1791, 2004.
Z. Wang and Y. Liu, “Spectral (finite) volume method for conservation laws on unstructured
grids iii: One dimensional systems and partition optimization,” J. Sci. Comput., vol. 20,
no. 1, pp. 137-157, 2004.

Z. Wang, L. Zhang, and Y. Liu, “Spectral (finite) volume method for conservation laws on
unstructured grids iv: extension to two-dimensional systems,” J. Comput. Phys., vol. 194,
no. 2, pp. 716-741, 2004.

K. Van den Abeele, G. Ghorbaniasl, M. Parsani, and C. Lacor, “A stability analysis for the
spectral volume method on tetrahedral grids,” J. Comput. Phys., vol. 228, no. 2, pp. 257265,
2009.

K. Van den Abeele, C. Lacor, and Z. Wang, “On the connection between the spectral volume
and the spectral difference method,” J. Comput. Phys., vol. 227, no. 2, pp. 877-885, 2007.
N. Liu, X. Xu, and Y. Chen, “High-order spectral volume scheme for multi-component flows
using non-oscillatory kinetic flux,” Comput. Fluids., vol. 152, pp. 120-133, 2017.

Y. Liu, V. Marcel, and Z. Wang, “Spectral (finite) volume method for conservation laws on
unstructured grids v: Extension to three-dimensional systems,” J. Comput. Phys., vol. 212,
no. 2, pp. 454-472, 2006.

Y. Sun, Z. Wang, and Y. Liu, “High-order multidomain spectral difference method for the
navier-stokes equations,” in 44th AIAA Aerospace Sciences Meeting and Ezhibit, 2006, p.
301.

T. Haga, M. Furudate, and K. Sawada, “Rans simulation using high-order spectral volume
method on unstructured tetrahedral grids,” in 47th AIAA Aerospace Sciences Meeting in-
cluding The New Horizons Forum and Aerospace Exposition, 2009, p. 404.

Y. Sun, Z. Wang, and Y. Liu, “Spectral (finite) volume method for conservation laws on
unstructured grids vi: Extension to viscous flow,” J. Comput. Phys., vol. 215, no. 1, pp.
41-58, 2006.

M. Zhang and C.-W. Shu, “An analysis of and a comparison between the discontinuous
galerkin and the spectral finite volume methods,” Comput. Fluids., vol. 34, no. 4-5, pp.
581-592, 2005.

K. Van den Abeele, T. Broeckhoven, and C. Lacor, “Dispersion and dissipation properties
of the 1d spectral volume method and application to a p-multigrid algorithm,” J. Comput.
Phys., vol. 224, no. 2, pp. 616-636, 2007.

K. Van den Abeele and C. Lacor, “An accuracy and stability study of the 2d spectral volume
method,” J. Comput. Phys., vol. 226, no. 1, pp. 1007-1026, 2007.

W. Cao and Q. Zou, “Analysis of spectral volume methods for 1d linear scalar hyperbolic
equations,” J. Sci. Comput., vol. 90, no. 1, pp. 1-29, 2022.

M. Xu, W. Cao, and Q. Zou, “Two types of spectral volume methods for 1-d linear hyperbolic
equations with degenerate variable coefficients,” arXiv preprint arXiv:2211.04678, 2022.

W. Cao, Z. Zhang, and Q. Zou, “Spectral volume methods for 2-d hyperbolic equations over
rectangular meshes,” Submitted, 2022.

P. Wei and Q. Zou, “Analysis of two fully discrete spectral volume schemes for hyperbolic
equations,” Numerical Methods for Partial Differential Equations.



222

P. WEI AND Q.S. ZOU

[25] Q. Zhang and C.-W. Shu, “Stability analysis and a priori error estimates of the third or-

der explicit runge—kutta discontinuous galerkin method for scalar conservation laws,” STAM
Journal on Numerical Analysis, vol. 48, no. 3, pp. 1038-1063, 2010.

[26] Q. Zhang, “Third order explicit runge-kutta discontinuous galerkin method for linear conser-

vation law with inflow boundary condition,” Journal of Scientific Computing, vol. 46, no. 2,
pp. 294-313, 2011.

[27] Q. Zhang and C.-W. Shu, “Error estimates for the third order explicit runge-kutta discontin-

uous galerkin method for a linear hyperbolic equation in one-dimension with discontinuous
initial data,” Numerische Mathematik, vol. 126, pp. 703—-740, 2014.

(28] Y. Xu, C.-W. Shu, and Q. Zhang, “Error estimate of the fourth-order runge—kutta discontinu-

ous galerkin methods for linear hyperbolic equations,” SIAM Journal on Numerical Analysis,
vol. 58, no. 5, pp. 2885-2914, 2020.

[29] Y. Xu, Q. Zhang, C.-w. Shu, and H. Wang, “The [? -norm stability analysis of runge—kutta

discontinuous galerkin methods for linear hyperbolic equations,” SIAM Journal on Numerical
Analysis, vol. 57, no. 4, pp. 1574-1601, 2019.

[30] Q. Zhang and C.-W. Shu, “Error estimates to smooth solutions of runge—kutta discontinuous

galerkin methods for scalar conservation laws,” SIAM. J. Numer. Anal, vol. 42, no. 2, pp.
641-666, 2004.

1School of Computer Science and Engineering, Sun Yat-sen University, Guangzhou 510006,

China

E-mail: 1202400142@jxufe.edu.cn

2School of Computer Science and Engineering, Sun Yat-sen University, Guangzhou 510006,

China

E-mail: mcszqs@mail.sysu.edu.cn



