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VARIABLE TIME STEP METHOD OF DAHLQUIST, LINIGER

AND NEVANLINNA (DLN) FOR A CORRECTED

SMAGORINSKY MODEL

FARJANA SIDDIQUA AND WENLONG PEI∗

Abstract. Turbulent flows strain resources, both memory and CPU speed. A family of second-

order, G-stable time-stepping methods proposed by Dahlquist, Liniger, and Nevanlinna (the DLN
method) has great accuracy and allows large time steps, requiring less memory and fewer FLOPS.
The DLN method can also be implemented adaptively. The classical Smagorinsky model, as an
effective way to approximate a resolved mean velocity, has recently been corrected to represent

a flow of energy from unresolved fluctuations to the resolved mean velocity. In this paper, we
apply the DLN method to one corrected Smagorinsky model and provide a detailed numerical
analysis of the stability and consistency. We prove that the numerical solutions under arbitrary

time step sequences are unconditionally stable in the long term and converge in second order.
We also provide error estimates under certain time-step conditions. Numerical tests are given
to confirm the rate of convergence and also to show that the adaptive DLN algorithm helps to
control numerical dissipation so that a flow of energy from unresolved fluctuations to the resolved

mean velocity is visible.

Key words. Eddy viscosity, corrected Smagorinsky model, complex turbulence, backscatter, the
DLN method, G-stability, variable time-stepping.

1. Introduction

Herein we give an analysis of the method of Dahlquist, Liniger, and Nevanlinna
[19] (the DLN method) for the corrected Smagorinsky model (CSM henceforth) [59]
with variable time steps. Time adaptivity (adjusting time steps based on certain
criteria) is an effective way to balance accuracy and time efficiency.

Eddy viscosity (EV) models are the most common approaches to depict the aver-
age turbulent flow of Navier-Stokes equations (NSE). Various eddy viscosity models
in practical settings are proposed for analytical and numerical study [4,21,22,28,29].
In large eddy simulation (LES), backscatter is the study and measurement of the
energy transfer process from small, unresolved turbulent scales to large, resolved
scales in a computational fluid dynamics (CFD) simulation. Unfortunately, most
EV models have difficulties in simulating backscatter or complex turbulent flow not
at statistical equilibrium due to the neglect of the intermittent energy flow from
fluctuations back to means. To overcome this defect, Jiang and Layton [33] derive
a new eddy viscosity model from an equation describing the evolution of variance in
a turbulent flow. Rong, Layton, and Zhao [57] extended the usual Baldwin-Lomax
model so that the new model can account for statistical backscatter1 without artifi-
cial negative viscosities. Recently, Siddiqua and Xie [59] have corrected the classical
Smagorinsky model [60] with no new fitting parameters to reflect a flow of energy
from unresolved fluctuations to means in the CSM. Most recently, Dai, Liu, Liu,
Jiang, and Chen [18] proposed a new dynamic Smagorinsky model by an artificial
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1We will refer to the movement of energy from fluctuations back to means statistical backscatter

when using ensemble averaging.
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neural network for the prediction of outdoor airflow and pollutant dispersion. In the
report, we give a detailed numerical analysis of the CSM [59] under arbitrary non-
uniform time grids. Given bounded flow domain Ω ⊂ Rd (d = 2, 3), time interval
[0, T ], and the prescribed body force f(x, t), the pair (w(x, t), q(x, t)) approximate
an ensemble average pair of velocity and pressure of Navier-Stokes solutions (u, p)
and is governed by the following system
(1)

wt− C4
sδ

2

µ2 ∆wt+w·∇w−ν∆w−∇·
(
(Csδ)

2|∇w|∇w
)
=f, (x, t)∈Ω×(0, T ]

∇·w = 0, (x, t)∈Ω×(0, T ]

w(x, 0)=w0(x), x∈Ω

w(x, t)=0, (x, t)∈∂Ω×(0, T ]∫
Ω

p(x, t)dx=0, t∈(0, T ]

.

This is an eddy viscosity model. Constant Cs ≈ 0.1 is suggested by Lilly [42]. δ
is a length scale (or grid-scale) and µ is a constant from Kolmogorov-Prandtl re-
lation [38, 54]. ν is the kinematic viscosity and νT = (Csδ)

2|∇w| is the turbulent
viscosity. | · | is the Euclidian norm on Rd. The viscous term ∇·

(
(Csδ)

2|∇w|∇w
)
in

(1) comes from the classic Smagorinsky model and the kinetic energy penalization

−C4
sδ

2

µ2 ∆wt in (1) is newly added for the CSM. All other terms in (1) are from stan-

dard Navier-Stokes equations (NSE). In [59], the CSM model derivation and some
basic properties of the CSM are developed, and two algorithms for its numerical
simulation are proposed. However, the significant backscatter of model dissipa-
tion is not observed in specific examples except for Linearized Crank-Nicolson time
discretization [59, page 21-22]. Besides that, constant time discretization in their
algorithms (Linearized Crank-Nicolson time-stepping scheme) excludes the use of
time adaptivity since the solution pattern (in terms of stability and convergence)
under extreme time step ratios is hard to expect1. Dahlquist, Liniger, and Nevan-
linna designed a one-parameter family of one-leg, second-order methods for evolu-
tionary equations [19]. This family of one-leg methods (For convenience, we call
this family the DLN method.) is proved to be G-stable (non-linear stable) under
any arbitrary time grids [14–16] and hence ideal choice for time discretization of
fluid models2. Herein we apply the fully discrete DLN algorithm (finite element
space discretization) for the CSM in (1) and present a complete numerical analysis
of the algorithm in Section 4. We prove that the numerical solutions on arbitrary
time grids are unconditionally long-term stable, and converge to exact solutions at
second order with moderate time step restrictions. Let {tn}Nn=0 be the time grids
on interval [0, T ] and kn = tn+1 − tn the local time step. wh

n and qhn are numerical
approximations of velocity and pressure at time tn of the CSM in (1) respectively on
certain finite element space with the diameter h. The fully discrete DLN algorithm

1In [19], the linearized Crank-Nicolson scheme and applying to the problem y′(t) = λ(t)y(t)
with Re(λ(t)) < 0 and λ(t2n) = 0. Under certain time step sequence (kn = 7 and k2n+1 = 1/2),
the sequence of numerical solutions satisfy y2n = (−2)ny0, which implies the scheme is not stable.

2To the best of our knowledge, the DLN method is the only variable multi-step method which

is both non-linearly stable and second-order accurate.
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(with parameter θ ∈ [0, 1]) for the CSM in (1) at time tn+1 is written as follows:

(2)



α2w
h
n+1 + α1w

h
n + α0w

h
n−1

α2kn − α0kn−1
−C4

s δ
2

µ2
∆
(α2w

h
n+1 + α1w

h
n + α0w

h
n−1

α2kn − α0kn−1

)
+
( 2∑

ℓ=0

β
(n)
ℓ wh

n−ℓ
)
·∇

( 2∑
ℓ=0

β
(n)
ℓ wh

n−ℓ
)
−ν∆

( 2∑
ℓ=0

β
(n)
ℓ wh

n−ℓ
)
+∇

( 2∑
ℓ=0

β
(n)
ℓ qhn−ℓ

)
+∇ ·

(
(Csδ)

2
∣∣∇( 2∑

ℓ=0

β
(n)
ℓ wh

n−ℓ
)∣∣∇( 2∑

ℓ=0

β
(n)
ℓ wh

n−ℓ
))

= f
( 2∑
ℓ=0

β
(n)
ℓ tn−ℓ

)
,

∇ · wh
n+1 = 0,

for 1 ≤ n ≤ N − 1. Here the coefficients in (2) are


α2

α1

α0

 =


1
2 (θ + 1)

−θ

1
2 (θ − 1)

 ,


β
(n)
2

β
(n)
1

β
(n)
0

 =


1
4

(
1 + 1−θ2

(1+εnθ)2
+ ε2n

θ(1−θ2)
(1+εnθ)2

+ θ
)

1
2

(
1− 1−θ2

(1+εnθ)2

)
1
4

(
1 + 1−θ2

(1+εnθ)2
− ε2n

θ(1−θ2)
(1+εnθ)2

− θ
)

 .

The step variability εn = (kn − kn−1)/(kn + kn−1) ∈ (−1, 1) is the function of two
step sizes and εn ∈ (−1, 1).

The main result of this article is the complete numerical analysis of the DL-
N method in Section 4 and computational tests in Section 5 showing backscatter
phenomena for the CSM model (1). The paper is organized as follows. We pro-
vide necessary notations and preliminaries for numerical analysis in Section 2, and
present the fully discrete variational formulation in Section 3. We show that the
DLN solutions are long-term, unconditional stable in Theorem 4.5 of Section 4.1
and perform the variable step error analysis with the moderate time step restric-
tion in Theorem 4.8 of Section 4.2. Furthermore, we present the test problem with
exact solutions [23] in Section 5.1, to confirm the fully discrete DLN algorithm is
second-order in time, and a test problem about the flow between offset cylinder-
s [32] in Section 5.2 to check the unconditional stability and the efficiency of the
time adaptivity of the DLN algorithm.

1.1. Related Work. Smagorinsky model and other large eddy viscosity models
have been studied and corrected in numerous works [1, 3, 12, 37, 39, 49, 50]. Mean-
while, various efficient numerical schemes have been designed to address the com-
plexity of the Smagorinsky model and other turbulence models [20, 34, 51, 52, 58].
Due to the fine properties of stability and consistency, the whole DLN family calls
great attention to the simulation of evolutionary equations and fluid models. The
DLN method with θ = 2

3 is suggested in [19] to relieve the conflict between er-

ror and stability. Kulikov and Shindin find that the DLN method with θ = 2√
5

has the best stability at infinity [40]. The midpoint rule (the DLN method with
θ = 1), conserving all quadratic Hamiltonians, has been thoroughly studied and
widely used in computational fluid dynamics [2, 5, 7–9, 26, 43]. Recently, the whole
DLN family has been applied to some time-dependent fluid models and shows its
outstanding performance in some specific examples [46,53,55,56]. In addition, the
DLN implementation has been simplified by the re-factorization process (adding
time filters on backward Euler method) for wide application [47]. Time adaptivity
of the DLN method (by the local truncation error criterion) is proposed to solve
stiff differential systems for both efficiency and accuracy [48].
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2. Notations and preliminary results

In this section, we introduce necessary notations and preliminary results. Recall
that Ω ⊂ Rd (d = 2, 3) is the bounded domain of the CSM in eq. (1). Banach
space Lp(Ω) (p ≥ 1) contains all Lebesgue measurable function f such that |f |p
is integrable. For r ∈ {0} ∪ N, Sobolev space Wm,p(Ω) with norm ∥.∥m,p contains
all functions whose weak derivatives up to m-th belong to Lp(Ω). Thus Wm,p(Ω)
is exactly Lp when m = 0. We use Hm with norm ∥ · ∥m and semi-norm | · |m to
denote the inner product space Wm,2(Ω). ∥ · ∥ and (·, ·) denote the L2(Ω) norm
and inner product, respectively. The solution spaces X for the velocity and Q for
the pressure are defined as:

X=
{
v ∈

(
L3(Ω)

)d
:∇v ∈

(
L3(Ω)

)d×d
, v

∣∣
∂Ω

= 0
}
, Q=

{
q ∈ L2(Ω):

∫
Ω

q dx = 0
}
,

and the divergence-free velocity space is

V =
{
v ∈ X : (q,∇ · v) = 0, ∀q ∈ Q

}
.

X ′ is the dual norm of X with the dual norm

∥f∥−1 = sup
0 ̸=v∈X

(f, v)

∥∇v∥
, ∀f ∈ X ′.

Definition 2.1. (Trilinear Form) Define the trilinear form b∗ : X ×X ×X → R
as follows

b∗(u, v, w) :=
1

2
(u · ∇v, w)− 1

2
(u · ∇w, v), ∀u, v, w ∈ X.

Lemma 2.2. The nonlinear term b∗(·, ·, ·) is continuous on X ×X ×X (and thus
on V × V × V ) which has the following skew-symmetry property,

b∗(u, v, w) = −b∗(u,w, v), b∗(u, v, v) = 0.(3)

As a consequence, we get

b∗(u, v, w) = (u · ∇v, w), ∀ u ∈ V and v, w ∈ X,

b∗(u, v, v) = 0, ∀ u, v ∈ X.

Proof. Proof of this lemma is standard, see p.114 of Girault and Raviart [24]. �
Lemma 2.3. For any u, v, w ∈ X

(4)
b∗(u, v, w) ≤ C(Ω)∥∇u∥∥∇v∥∥∇w∥,

b∗(u, v, w) ≤ C(Ω)∥u∥1/2∥∇u∥1/2∥∇v∥∥∇w∥.

Proof. By Hölder’s inequality, Poincaré-Friedrichs’s inequality and Ladyzhenskaya’s
inequality. �

Next is a Discrete Grönwall Lemma, see [27, Lemma 5.1, p.369].

Lemma 2.4. Let ∆t, B be non-negative real numbers and {an}∞n=0, {bn}∞n=0,
{cn}∞n=0, {dn}∞n=0 be non-negative sequences of real numbers such that

aℓ +∆t

ℓ∑
n=0

bn ≤ ∆t

ℓ∑
n=0

dnan +∆t

ℓ∑
n=0

cn +B, ∀ℓ ∈ N,

and ∆tdn < 1 for all n, then

aℓ +∆t

ℓ∑
n=0

bn ≤ exp
(
∆t

ℓ∑
n=0

dn
1−∆tdn

)(
∆t

ℓ∑
n=0

cn +B
)
, ∀ℓ ∈ N.
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Proof. See [27, p.369]. �

Lemma 2.5. (Strong Monotonicity (SM) and Local Lipschitz Continuity
(LLC)) For any u, v, w ∈ W 1,3(Ω)

(|∇u|∇u−|∇w|∇w,∇(u− w))≥C1∥∇(u− w)∥30,3,(SM)

(|∇u|∇u−|∇w|∇w,∇v)≤C2

(
max{∥∇u∥0,3, ∥∇w∥0,3}

)
∥∇(u−w)∥0,3∥∇v∥0,3,

(LLC)

where C1, C2 are positive constants independent of u, v, w.

Proof. We refer to [17,36,44] for proof. �

Let Th be the edge-to-edge triangulation of the domain Ω with diameter h > 0.
Xh ⊂ X and Qh ⊂ Q are certain finite element spaces of velocity and pressure
respectively. The divergence-free subspace of Xh is

V h :=
{
vh ∈ Xh : (ph,∇ · vh) = 0, ∀ph ∈ Qh

}
.

Given (w, q) ∈ X × Q, we assume that the corresponding finite element pair
(Xh, Qh) satisfies

(5)
Xh : Cm-space containing polynomials of highest degree r (r ∈ N),

Qh : Cm-space containing polynomials of highest degree s (s ∈ N).

We have the following approximations (See [6, 13] for proof):

(6)

inf
vh∈Xh

∥w − vh∥ℓ1 ≤ Chr+1−ℓ1 |w|r+1, w ∈ (Hr+1)d ∩X,

inf
ph∈Qh

∥q − ph∥ℓ2 ≤ Chs+1−ℓ2 |q|s+1, q ∈ Hs+1 ∩Q.

where 0 ≤ ℓ1 ≤ min{m + 1, r + 1} and 0 ≤ ℓ2 ≤ min{m + 1, s + 1}. We need the
Lp − L2-type inverse inequality [44].

Theorem 2.6. Let Θ be the minimum angle in the triangulation of domain Ω ⊂ Rd

(d = 2, 3) and Xh be the finite element space with highest polynomial degree r. For
any vh ∈ Xh and 2 ≤ p < ∞, there is a constant C = C(Θ, p, r) > 0 such that

∥∇hvh∥0,p ≤ Ch
d
2 (

2−p
p )∥∇hvh∥,(7)

where ∇h is the element-wise defined gradient operator.

Proof. See [44, p.349-350] for proof. �

We assume that (Xh, Qh) satisfies the discrete inf-sup condition:

inf
ph∈Qh

sup
vh∈Xh

(ph,∇ · vh)
∥ph∥∥∇vh∥

≥ Ch
is,(8)

where Ch
is is a positive constant independent of h. We define the Stokes projection(

IhStw, I
h
Stq

)
∈ V h ×Qh to be the solution of the following problem

(9)
ν(∇w,∇vh)− (q,∇ · vh) = ν(∇IhStw,∇vh)− (IhStq,∇ · vh), ∀vh ∈ Xh

−(ph,∇ · IhStw) = 0, ∀ph ∈ Qh.
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We need the following the approximation properties of the Stokes projection if
the finite element spaces Xh and Qh satisfy the discrete inf-sup condition in (8)
(see [25,35] for proof)

(10)

|w − IhStw|1 ≤2
(
1 +

1

Ch
is

)
inf

vh∈Xh
|w − vh|1 + ν−1 inf

ph∈Qh
∥q − ph∥,

∥w − IhStw∥ ≤
(
ν−1 inf

ph∈Qh
∥q − ph∥+ inf

vh∈Xh
|w − vh|1

)
× sup

ĝ∈L2(Ω)\{0}

1

∥ĝ∥

(
ν−1 inf

qh∈Qh
∥ξĝ − ph∥+ inf

vh∈V h
|ϕĝ − vh|1

)
,

where the pair (ϕĝ, ξĝ) ∈ X ×Q is the solution to the dual Stokes problem

ν(∇v,∇ϕĝ) + (∇ · v, ξĝ) = (ĝ, v), ∀v ∈ X,

(∇ · ϕĝ, p) = 0, ∀p ∈ Q.

3. The variable step DLN method for CSM

We denote w(tn) by wn and q(tn) by qn in the CSM in (1). wh
n ∈ Xh and

qhn ∈ Qh represent the DLN solutions of wn and qn respectively. For convenience,
we denote

tn,β =
2∑

ℓ=0

β
(n)
ℓ tn−1+ℓ, wn,β =

2∑
ℓ=0

β
(n)
ℓ w(tn−1+ℓ), wh

n,β =
2∑

ℓ=0

β
(n)
ℓ wh

n−1+ℓ,

qn,β =
2∑

ℓ=0

β
(n)
ℓ q(tn−1+ℓ), qhn,β =

2∑
ℓ=0

β
(n)
ℓ qhn−1+ℓ, fn,β =

2∑
ℓ=0

β
(n)
ℓ f(tn−1+ℓ),

and represent the average time step α2kn − α0kn−1 by k̂n. The variational formu-
lation of the variable time-stepping DLN scheme (with grad-div stabilizer [11]) in
(2) is: given wh

n, wh
n−1 ∈ Xh and qhn, qhn−1 ∈ Qh, find wh

n+1 and qhn+1 satisfying
(11)(α2w

h
n+1+α1w

h
n+α0w

h
n−1

k̂n
, vh

)
+
C4

s δ
2

µ2

(α2∇wh
n+1+α1∇wh

n+α0∇wh
n−1

k̂n
,∇vh

)
+ ν(∇wh

n,β ,∇vh) + b∗(wh
n,β , w

h
n,β , v

h) + γ(∇ · wh
n,β ,∇ · vh)− (qhn,β ,∇ · vh)

+
(
(Csδ)

2|∇wh
n,β |∇wh

n,β ,∇vh
)
= (fn,β , v

h), ∀vh ∈ Xh,

(∇ · wh
n,β , p

h) = 0, ∀ph ∈ Qh,

where constant γ > 0 needs to be decided by specific problems. Let w̃h
n denote the

standard (second order) linear extrapolation [45] of wh
n

w̃h
n = β

(n)
2

{(
1 +

kn
kn−1

)
wh

n −
(

kn
kn−1

)
wh

n−1

}
+ β

(n)
1 wh

n + β
(n)
0 wh

n−1.
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After applying the linearly implicit DLN scheme for time discretization, we get the
following discretization:

(12)

(α2w
h
n+1+α1w

h
n+α0w

h
n−1

k̂n
,vh

)
+
C4

s δ
2

µ2

(α2∇wh
n+1+α1∇wh

n+α0∇wh
n−1

k̂n
,∇vh

)
+ ν(∇wh

n,β ,∇vh) + b∗(w̃h
n, w

h
n,β , v

h) + γ(∇ · wh
n,β ,∇ · vh)

− (qhn,β ,∇ · vh) +
(
(Csδ)

2|∇w̃h
n|∇wh

n,β ,∇vh
)
= (f(tn,β), v

h), ∀vh ∈ Xh,

(∇ · wh
n,β , p

h) = 0, ∀ph ∈ Qh.

4. Numerical Analysis

We define the discrete Bochner space with time grids {tn}Nn=0 on time interval
[0, T ],

ℓ∞
(
0, N ; (Wm,p)d

)
:=

{
f(·, t) ∈ (Wm,p)d : ∥|f |∥∞,m,p < ∞

}
,

ℓp1,β
(
0, N ; (Wm,p2)d

)
:=

{
f(·, t) ∈ (Wm,p2)d : ∥|f |∥p1,m,p2,β < ∞

}
,

where the corresponding discrete norms are

∥|f |∥∞,m,p := max
0≤n≤N

∥f(·, tn)∥m,p, ∥|f |∥p1,m,p2,β :=
( N∑

n=1

(kn+kn−1)∥f(·, tn,β)∥p1
m,p2

) 1
p1
.

Definition 4.1. For 0 ≤ θ ≤ 1, define the semi-positive symmetric definite matrix
G(θ) by

G(θ) =

[
1
4 (1 + θ)Id 0

0 1
4 (1− θ)Id

]
.

We present two Lemmas about the stability and consistency of the DLN method.

Lemma 4.2. Let {yn}Nn=0 be any sequence in
(
L2(Ω)

)d
. For any θ ∈ [0, 1] and

n ∈ {1, 2, · · · , N − 1}, we have( 2∑
ℓ=0

αℓyn−1+ℓ,

2∑
ℓ=0

β
(n)
ℓ yn−1+ℓ

)
=

∥∥∥∥yn+1yn

∥∥∥∥2
G(θ)

−
∥∥∥∥ yn
yn−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(n)
ℓ yn−1+ℓ

∥∥∥2,(13)

where the ∥ · ∥G(θ)-norm is∥∥∥∥uv
∥∥∥∥2
G(θ)

=[utr, vtr]G(θ)

[
u
v

]
=

1

4
(1+θ)∥u∥2+1

4
(1−θ)∥v∥2, ∀u, v ∈

(
L2(Ω)

)d
,(14)

where tr means transpose of any vector and the coefficients {λ(n)
ℓ }2ℓ=0 are

λ
(n)
1 = − θ(1− θ2)√

2(1 + εnθ)
, λ

(n)
2 = −1− εn

2
λ
(n)
1 , λ

(n)
0 = −1 + εn

2
λ
(n)
1 .(15)

Proof. The proof of identity in (13) is just algebraic calculation. �

Remark 4.3. If we replace
(
L2(Ω)

)d
by Euclidian space R, the identity in (13)

still holds and implies G-stability of the DLN method with θ ∈ [0, 1). Recall the
definition of G-stability for the one-leg, m-step scheme with constant step k [15]:

m∑
ℓ=0

αℓyn+1−ℓ = kf
( m∑
ℓ=0

βℓtn+1−ℓ,

m∑
ℓ=0

βℓyn+1−ℓ

)
.
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The above scheme satisfies G-stability condition if there exists a real symmetric
positive definite matrix G = [gij ]

m
i,j=1 such that for all n

Y tr
n+1GYn+1 − Y tr

n GYn ≤ 2k
(
f
( m∑
ℓ=0

βℓtn+1−ℓ,
m∑
ℓ=0

βℓyn+1−ℓ

)
,

m∑
ℓ=0

βℓyn+1−ℓ

)
.

where Yn = [yn, yn−1, · · · , yn−m+1]
tr. The above G-stability inequality ensures that

the deviation from the initial condition in (in G-norm) controls the deviations from
the sequence of solutions at later times based on that initial condition. From the
G-stability identity in (13), the DLN method with θ ∈ [0, 1) is G-stable. For the
case θ = 1, the DLN method with θ = 1 is reduced to the one-step midpoint rule
and its G-stability property is easy to check by definition.

Lemma 4.4. Let Y be any Banach space over R with norm ∥ ·∥Y , {tn}Nn=0 be time
grids on time interval [0, T ] and u be the mapping from [0, T ] to Y . We set

kmax = max
0≤n≤N−1

{kn},

and assume that the mapping u(t) is smooth enough about the variable t, then for
any θ ∈ [0, 1],

∥∥∥ 2∑
ℓ=0

β
(n)
ℓ u(tn−1+ℓ)− u(tn,β)

∥∥∥2
Y
≤C(θ)k3max

∫ tn+1

tn−1

∥utt∥2Y dt,

∥∥∥ 1

k̂n

2∑
ℓ=0

αℓu(tn−1+ℓ)− ut(tn,β)
∥∥∥2
Y
≤C(θ)k3max

∫ tn+1

tn−1

∥uttt∥2Y dt.(16)

Proof. We use Taylor’s Theorem and expand u(tn+1), u(tn), u(tn−1) at tn,β . By
Hölder’s inequality, we obtain (16). �

4.1. Stability of the DLN scheme for the CSM. The DLN method is a one
parameter family of A-stable, 2 step, G-stable methods (0 ≤ θ ≤ 1). It reduces to
the one-step midpoint scheme if θ = 1. Moreover, the G(θ)-norm in (14) does not
depend on the time step ratio. In this Subsection, we prove the unconditional, long-
time, variable time step energy-stability of (11) by using the G-stability property
(lemma 4.2) of the method.

Theorem 4.5. The one-leg variable time step DLN scheme by (11) is uncondi-
tionally, long-time stable, i.e. for any integer N > 1,

1+θ

4

(
∥wh

N∥2+C4
sδ

2

µ2
∥∇wh

N∥2
)
+

1−θ

4

(
∥wh

N−1∥2+
C4

sδ
2

µ2
∥∇wh

N−1∥2
)

(17)

+
N−1∑
n=1

(∥∥ 2∑
ℓ=0

λ
(n)
ℓ wh

n−1+ℓ
∥∥2+C4

sδ
2

µ2

∥∥ 2∑
ℓ=0

λ
(n)
ℓ ∇wh

n−1+ℓ
∥∥2)+N−1∑

n=1

k̂n
(ν
2
∥∇wh

n,β∥2+γ∥∇·wh
n,β∥2

)
+

N−1∑
n=1

k̂n

∫
Ω

[
(Csδ)

2|∇wh
n,β |

]
|∇wh

n,β |2dx≤
C(θ)k4max

ν
∥ftt∥2L2(0,T ;X′)+

1

ν
∥|f |∥22,−1,2,β

+
1+θ

4

(
∥wh

1∥2+
C4

sδ
2

µ2
∥∇wh

1∥2
)
+

1−θ

4

(
∥wh

0∥2+
C4

sδ
2

µ2
∥∇wh

0∥2
)
.
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Proof. We set vh = wh
n,β , ph = qhn,β in (11). By lemma 2.2 and identity (13) in

lemma 4.2, we obtain( 2∑
ℓ=0

αℓw
h
n−1+ℓ, w

h
n,β

)
+

C4
s δ

2

µ2

( 2∑
ℓ=0

αℓ∇wh
n−1+ℓ,∇wh

n,β

)
+ γk̂n∥∇ · wh

n,β∥2

+ k̂n

∫
Ω

(
ν + (Csδ)

2|∇wh
n,β |

)
|∇wh

n,β |2 dx = k̂n(fn,β , w
h
n,β)

≤ k̂n∥fn,β∥−1∥∇wh
n,β∥.

The G-stability identity (13) in Lemma 4.2 implies
(18)∥∥∥∥wh

n+1

wh
n

∥∥∥∥2
G(θ)

−
∥∥∥∥ wh

n

wh
n−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(n)
ℓ wh

n−1+ℓ

∥∥∥2+k̂n

∫
Ω

(ν
2
+(Csδ)

2|∇wh
n,β |

)
|∇wh

n,β |2dx

+γk̂n∥∇ · wh
n,β∥2+

C4
s δ

2

µ2

(∥∥∥∥∇wh
n+1

∇wh
n

∥∥∥∥2
G(θ)

−
∥∥∥∥ ∇wh

n

∇wh
n−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(n)
ℓ ∇wh

n−1+ℓ

∥∥∥2)
≤ k̂n

2ν
∥fn,β∥2−1.

By triangle inequality and (16) in lemma 4.4, we get

k̂n
2ν

∥fn,β∥2−1 ≤ k̂n
ν
∥fn,β − f(tn,β)∥2−1 +

k̂n
ν
∥f(tn,β)∥2−1

≤C(θ)k4max

ν

∫ tn+1

tn−1

∥ftt∥2−1dt+
(kn + kn−1)

ν
∥f(tn,β)∥2−1.

We sum (18) over n from 1 to N − 1 and have the desired result in (17). �

Remark 4.6. We identify the following quantities from the energy equality in (17):

(1) Model kinetic energy,

EEN
N =

1+θ

4

(
∥wh

N∥2+C4
s δ

2

µ2
∥∇wh

N∥2
)
+
1−θ

4

(
∥wh

N−1∥2+
C4

s δ
2

µ2
∥∇wh

N−1∥2
)
.

(2) Energy dissipation due to viscous force,

EVD
N = ν∥∇wh

N−1,β∥2.
(3) Eddy viscosity dissipation,

EEVD
N =

∫
Ω

[
(Csδ)

2|∇wh
N−1,β |

]
|∇wh

N−1,β |2 dx.

(4) Numerical dissipation,

END
N =

∥∥∥∥∑2
l=0 λ

N−1
l wh

N−2+l√
k̂N−1

∥∥∥∥2 + C4
s δ

2

µ2

∥∥∥∥∑2
l=0 λ

N−1
l ∇wh

N−2+l√
k̂N−1

∥∥∥∥2.
END
N vanishes if and only if θ ∈ {0, 1}.

(5) The model dissipation originating from the CSM in (1),

EMD
N =

C4
s δ

2

k̂N−1µ2

(∥∥∥∥∇wh
N

∇wh
N

∥∥∥∥2
G(θ)

−
∥∥∥∥∇wN−1
∇wN−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(N−1)
ℓ ∇wh

N−2+ℓ

∥∥∥2)
+

∫
Ω

[
(Csδ)

2|∇wh
N−1,β |

]
|∇wh

N−1,β |2dx.
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Model dissipation in this paper can be positive or negative. When it is
positive, it aggregates energy from mean to fluctuations. When negative,
energy is transferred from fluctuations back to the mean.

Remark 4.7. The one-leg linearly implicit DLN method by (12) is unconditionally,
long-time stable, i.e. for any integer N > 1,

1+θ

4

(
∥wh

N∥2+C4
sδ

2

µ2
∥∇wh

N∥2
)
+

1−θ

4

(
∥wh

N−1∥2+
C4

sδ
2

µ2
∥∇wh

N−1∥2
)

(19)

+
N−1∑
n=1

(∥∥ 2∑
ℓ=0

λ
(n)
ℓ wh

n−1+ℓ
∥∥2+C4

sδ
2

µ2

∥∥ 2∑
ℓ=0

λ
(n)
ℓ ∇wh

n−1+ℓ
∥∥2)+N−1∑

n=1

k̂n
(ν
2
∥∇wh

n,β∥2+γ∥∇·wh
n,β∥2

)
+

N−1∑
n=1

k̂n

∫
Ω

[
(Csδ)

2|w̃h
n,β |

]
|∇wh

n,β |2dx≤
C(θ)k4max

ν
∥ftt∥2L2(0,T ;X′)+

1

ν
∥|f |∥22,−1,β

+
1+θ

4

(
∥wh

1∥2+
C4

sδ
2

µ2
∥∇wh

1∥2
)
+

1−θ

4

(
∥wh

0∥2+
C4

sδ
2

µ2
∥∇wh

0∥2
)
.

4.2. Error Analysis of the DLN Scheme for the CSM. In this Subsection, we
analyze the error between the semi-discrete solution and the fully discrete solution
to (1) in Theorem 4.8 under the following time step condition1:

C(θ)

ν3
(
k̂n+1∥∇wn+1,β∥4 + k̂n∥∇wn,β∥4 + k̂n−1∥∇wn−1,β∥4

)
< 1, ∀n.(20)

Theorem 4.8. Let (w(t), q(t)) be sufficiently smooth, strong solutions of the CSM.
We assume that the velocity w ∈ X, pressure q ∈ Q, body force f of the CSM in
(1) satisfy

w∈ℓ2,β(0, N ; (Hr+1)d)∩ℓ4,β(0, N ; (Hr+1)d)∩ℓ3,β(0, N ; (Hr+1)d)∩ℓ3,β(0, N ; (W 1,3)d),

wt ∈ L2
(
0, T ; (Hr+1)d

)
, wttt ∈ L2

(
0, T ; (H1)d

)
,

wtt∈L2
(
0, T ; (Hr+1)d

)
∩L3

(
0, T ; (W 1,3)d

)
∩L3

(
0, T ; (Hr+1)d

)
∩L4

(
0, T ; (Hr+1)d

)
,

q ∈ ℓ2,β(0, N ;Hs+1), ftt ∈ L2(0, T ;X ′),

and the finite element spaces Xh, Qh satisfies the discrete inf-sup condition in (8)
and approximations in (6). Under the time step condition in (20), the variable
time-stepping DLN scheme (with θ ∈ [0, 1]) for the CSM in (11) satisfies: for
r, s,∈ {0} ∪ N and any integer N ≥ 2

(21)
max

0≤n≤N
∥wh

n − wn∥+ C(θ)
√
ν
(N−1∑

n=1

k̂n∥∇(wh
n,β − wn,β)∥2

)1/2

≤ O
(
k2max, h

r, hs+1, δh
3r
4 − d

8 , δk3/2max

)
.

Remark 4.9. Since δ has the same dimension as h, the spatial convergence rate in
(21) is min{r, s+1} as long as the highest polynomial degree for velocity r ∈ {1, 2}.
Thus the DLN algorithm in (2) is second-order accurate in both time and space if
we choose Taylor-Hood P2− P1 finite element space and set the time step ∆t ≈ h.

Proof. The proof is relatively long, thus we devide the rest of proof into four parts:

1. We combine CSM at time tn,β and the DLN algorithm for CSM in (11) to
derive the equation of pointwise error en+1 := wn+1 − wh

n+1.

1To our best knowledge, time step conditions like ∆t < O(ν−3) cannot be avoided for fully-

implicit schemes in error analysis.
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2. We set Wn to be the velocity component of Stokes projection (wn, 0) onto
V h ×Qh and decompose the error to be en = (wn −Wn)− (wh

n −Wn) :=
ηn − ϕh

n. Then we transfer the error equation to be the new equation in
terms of {ηn−1+ℓ}2ℓ=0 and {ϕn−1+ℓ}2ℓ=0.

3. We obtain the bound for ϕh
n+1 by addressing the terms from

• the newly added kinetic energy penalization in the CSM,
• the classic Smagorinsky model,
• the DLN algorithm for standard NSE.

4. We use the discrete Grönwall inequality in Lemma 2.4, approximation for
Stokes projection in (10) and approximation for interpolation in (6) to
achieve convergence of numerical solutions in L2-norm and H1-norm.

Part 1. We start with the CSM at time tn,β (1 ≤ n ≤ N − 1). For any vh ∈ V h,
the variational formulation becomes

(wt(tn,β), v
h) +

C4
s δ

2

µ2
(∇wt(tn,β),∇vh) + b∗

(
w(tn,β), w(tn,β), v

h
)
− (q(tn,β),∇ · vh)

+ν(∇w(tn,β),∇vh)+
(
(Csδ)

2|∇w(tn,β)|∇w(tn,β),∇vh
)
=
(
f(tn,β), v

h
)
, ∀vh ∈ V h.

Equivalently,
(22)(α2wn+1+α1wn+α0wn−1

k̂n
, vh

)
+
C4

s δ
2

µ2

(α2∇wn+1+α1∇wn+α0∇wn−1

k̂n
,∇vh

)
+b∗(wn,β , wn,β , v

h)−
(
q(tn,β),∇ · vh

)
+ν(∇wn,β ,∇vh) + γ(∇ · wn,β ,∇ · vh)

+
(
(Csδ)

2|∇wn,β |∇wn,β ,∇vh
)

=(fn,β , v
h)+

C4
s δ

2

µ2

(α2∇wn+1 + α1∇wn + α0∇wn−1

k̂n
−∇wt(tn,β),∇vh

)
+
(
(Csδ)

2
(
|∇wn,β |∇wn,β−|∇w(tn,β)|∇w(tn,β)

)
,∇vh

)
+τn(v

h),

where the truncation error is

τn(v
h)=

(α2wn+1 + α1wn + α0wn−1

k̂n
− wt(tn,β), v

h
)
+ν

(
∇
(
wn,β − w(tn,β)

)
,∇vh

)
+ b∗(wn,β , wn,β , v

h)− b∗(w(tn,β), w(tn,β), v
h) +

(
f(tn,β)− fn,β , v

h
)
.

We denote the error en = wn − wh
n and en,β =

2∑
ℓ=0

β
(n)
ℓ en−1+ℓ. Then we subtract

the DLN scheme in (11) from (22) to get the following error equation: ∀vh ∈ V h

(23)(α2en+1+α1en+α0en−1

k̂n
, vh

)
+
C4

s δ
2

µ2

(α2∇en+1+α1∇en+α0∇en−1

k̂n
,∇vh

)
+ b∗(wn,β , wn,β , v

h)−b∗(wh
n,β , w

h
n,β , v

h)+ν(∇en,β ,∇vh)+γ(∇ · en,β ,∇ · vh)

+
(
(Csδ)

2(|∇wn,β |∇wn,β − |∇wh
n,β |∇wh

n,β),∇vh
)

=
(
q(tn,β),∇·vh

)
+
C4

s δ
2

µ2

(α2∇wn+1+α1∇wn+α0∇wn−1

k̂n
−∇wt(tn,β),∇vh

)
+
(
(Csδ)

2
(
|∇wn,β |∇wn,β−|∇w(tn,β)|∇w(tn,β)

)
,∇vh

)
+ τn(v

h).
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Part 2. We denote Wn to be velocity component of Stokes projection (wn, 0) onto
V h ×Qh and denote

ηn := wn −Wn, ϕh
n := wh

n −Wn.

Thus en = ηn − ϕh
n. Notice that,

b∗(wn,β , wn,β , v
h)− b∗(wh

n,β , w
h
n,β , v

h)

=b∗(wn,β , wn,β , v
h)− b∗(wh

n,β , wn,β , v
h)

+ b∗(wh
n,β , wn,β , v

h)− b∗(wh
n,β , w

h
n,β , v

h),

=b∗(en,β , wn,β , v
h) + b∗(wh

n,β , en,β , v
h),

and

∫
Ω

(|∇wn,β |∇wn,β − |∇wh
n,β |∇wh

n,β) : ∇vhdx

=

∫
Ω

(|∇wn,β |∇wn,β − |∇Wn,β |∇Wn,β + |∇Wn,β |∇Wn,β − |∇wh
n,β |∇wh

n,β) : ∇vhdx.

We also adopt the following notations

ηn,β =

2∑
ℓ=0

β
(n)
ℓ ηn−1+ℓ, ϕh

n,β =

2∑
ℓ=0

β
(n)
ℓ ϕh

n−1+ℓ,

and use the above calculations to derive the error equations from (23)
(24) (α2ϕ

h
n+1+α1ϕ

h
n+α0ϕ

h
n−1

k̂n
, vh

)
+
C4

s δ
2

µ2

(α2∇ϕh
n+1+α1∇ϕh

n+α0∇ϕh
n−1

k̂n
,∇vh

)
−b∗(en,β , wn,β , v

h)−b∗(wh
n,β , en,β , v

h)+ν(∇ϕh
n,β ,∇vh)+γ(∇·ϕh

n,β ,∇·vh)

+ (Csδ)
2

∫
Ω

(|∇wh
n,β |∇wh

n,β − |∇Wn,β |∇Wn,β) : (∇vh)dx

=
(α2ηn+1+α1ηn+α0ηn−1

k̂n
, vh

)
+
C4

s δ
2

µ2

(α2∇ηn+1+α1∇ηn+α0∇ηn−1

k̂n
,∇vh

)
+ (Csδ)

2

∫
Ω

(|∇wn,β |∇wn,β − |∇Wn,β |∇Wn,β) : ∇vhdx

+ ν(∇ηn,β ,∇vh) + γ(∇ · ηn,β ,∇ · vh)−
(
q(tn,β),∇ · vh

)
− C4

s δ
2

µ2

(α2∇wn+1 + α1∇wn + α0∇wn−1

k̂n
−∇wt(tn,β),∇vh

)
−
(
(Csδ)

2
(
|∇wn,β |∇wn,β−|∇w(tn,β)|∇w(tn,β)

)
,∇vh

)
− τn(v

h).



THE DLN METHOD FOR A CORRECTED SMAGORINSKY MODEL 891

We set vh = ϕh
n,β in (24) and use (13) in Lemma 4.2,

(25)

∥∥∥∥ϕh
n+1

ϕh
n

∥∥∥∥2
G(θ)

−
∥∥∥∥ ϕh

n

ϕh
n−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(n)
ℓ ϕh

n−1+ℓ

∥∥∥2+νk̂n∥∇ϕh
n,β∥2+γk̂n∥∇·ϕh

n,β∥2

+
C4

s δ
2

µ2

(∥∥∥∥∇ϕh
n+1

∇ϕh
n

∥∥∥∥2
G(θ)

−
∥∥∥∥ ∇ϕh

n

∇ϕh
n−1

∥∥∥∥2
G(θ)

+
∥∥∥ 2∑

ℓ=0

λ
(n)
ℓ ∇ϕh

n−1+ℓ

∥∥∥2)
=

C4
s δ

2

µ2

( 2∑
ℓ=0

αℓ∇ηn−1+ℓ,∇ϕh
n,β

)
− C4

s δ
2k̂n

µ2

(α2∇wn+1 + α1∇wn + α0∇wn−1

k̂n
−∇wt(tn,β),∇vh

)
− (Csδ)

2k̂n

∫
Ω

(|∇wh
n,β |∇wh

n,β − |∇Wn,β |∇Wn,β) : (∇ϕh
n,β)dx

+ (Csδ)
2k̂n

∫
Ω

(|∇wn,β |∇wn,β − |∇Wn,β |∇Wn,β) :∇ϕh
n,βdx

− k̂n

(
(Csδ)

2
(
|∇wn,β |∇wn,β − |∇w(tn,β)|∇w(tn,β)

)
,∇vh

)
+
( 2∑

ℓ=0

αℓηn−1+ℓ, ϕ
h
n,β

)
+ νk̂n(∇ηn,β ,∇ϕh

n,β) + γk̂n(∇ · ηn,β ,∇ · ϕh
n,β)

− k̂n
(
q(tn,β),∇ · ϕh

n,β

)
+ k̂nb

∗(en,β , wn,β , ϕ
h
n,β) + k̂nb

∗(wh
n,β , en,β , ϕ

h
n,β)

− k̂nτn(ϕ
h
n,β).

On the right-hand side of equation (25), the first two terms are due to the new
kinetic energy penalization in the CSM, the third to fifth terms arise from the
classic Smagorinsky model, and the remaining terms are from the DLN scheme for
standard NSE.

Step 3. Now we deal with the terms on the right hand side of (25).
• The term due to the new kinetic energy penalization in the CSM:
By Cauchy Schwarz inequality, Poincaré inequality and Young’s inequality,

C4
s δ

2

µ2

( 2∑
ℓ=0

αℓ∇ηn−1+ℓ,∇ϕh
n,β

)
≤ C

νk̂n

(C4
s δ

2

µ2

)2∥∥∥ 2∑
ℓ=0

αℓ∇ηn−1+ℓ

∥∥∥2+ νk̂n
32

∥∇ϕh
n,β∥2.

(26)

We use the approximation of Stokes projection in (10), approximation theorem of
interpolation in (6) and Hölder’s inequality

(27)

∥∥∥ 2∑
ℓ=0

αℓ∇ηn−1+ℓ

∥∥∥2 ≤Ch2r
∥∥∥ 2∑

ℓ=0

αℓ∇wn−1+ℓ

∥∥∥2
r+1

≤C(θ)h2r
(
∥wn+1 − wn∥2r+1 + ∥wn+1 − wn−1∥2r+1

)
≤C(θ)h2r(kn + kn−1)

∫ tn+1

tn−1

∥wt∥2r+1dt.
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By (27), (26) becomes

C4
s δ

2

µ2

( 2∑
ℓ=0

αℓ∇ηn−1+ℓ,∇ϕh
n,β

)
≤C(θ)h2r

(C4
s δ

2

µ2

)2
∫ tn+1

tn−1

∥wt∥2r+1dt+
νk̂n
32

∥∇ϕh
n,β∥2.(28)

By Cauchy-Schwarz inequality, Young’s inequality and (16) in Lemma 4.4
(29)

C4
s δ

2k̂n
µ2

(α2∇wn+1 + α1∇wn + α0∇wn−1

k̂n
−∇wt(tn,β),∇ϕh

n,β

)
≤Ck̂n

ν

(C4
s δ

2

µ2

)2∥∥∥∇(α2wn+1+α1wn+α0wn−1

k̂n
− wt(tn,β)

)∥∥∥2+ νk̂n
32

∥∇ϕh
n,β∥2

≤C(θ)k4max

ν

(C4
s δ

2

µ2

)2
∫ tn+1

tn−1

∥∇wttt∥2dt+
νk̂n
32

∥∇ϕh
n,β∥2.

• Viscous terms arising from the classic Smagorinsky model:
By strong monotonicity property (SM) in Lemma 2.5,

(30)
(Csδ)

2̂kn

∫
Ω

(|∇wh
n,β |∇wh

n,β−|∇Wn,β |∇Wn,β) : (∇ϕh
n,β)dx

≥C1(Csδ)
2k̂n∥∇ϕh

n,β∥30,3.

We denote Rn = max{∥∇wn,β∥0,3, ∥∇Wn,β∥0,3} and use Local Lipschitz continuity
(LLC) in Lemma 2.5

(Csδ)
2̂kn

∫
Ω

(|∇wn,β |∇wn,β−|∇Wn,β |∇Wn,β) : (∇ϕh
n,β)dx

≤(Csδ)
2k̂nC2Rn∥∇ηn,β∥0,3∥∇ϕh

n,β∥0,3

≤C(Csδ)
2C

3/2
2 k̂n√

C1

R3/2
n ∥∇ηn,β∥3/20,3 +

C1(Csδ)
2k̂n

3
∥∇ϕh

n,β∥30,3.

By triangle inequality,

Rn≤max
{
∥∇wn,β∥0,3,

∥∥∇(
Wn,β−wn,β

)∥∥
0,3
+∥∇wn,β∥0,3

}
=∥∇ηn,β∥0,3+∥∇wn,β∥0,3.

We use (7) in Theorem 2.6, the bound for Stokes projection in (10) and approxi-
mation theorem of interpolation in (6)

∥∇ηn,β∥0,3 ≤ Ch−d/6∥∇ηn,β∥ ≤ Chr−d/6∥wn,β∥r+1.

By the fact: for any a, b, c ∈ R with c > 1,

(|a|+ |b|)c ≤ 2c−1(|a|c + |b|c),(31)

we have
(32)

R3/2
n ∥∇ηn,β∥3/20,3 ≤C

(
∥∇ηn,β∥30,3+∥∇ηn,β∥3/20,3 ∥∇wn,β∥3/20,3

)
≤Ch3r−d/2∥wn,β∥3r+1+Ch3/2r−d/4∥wn,β∥3/2r+1∥∇wn,β∥3/20,3

≤Ch3r−d/2∥wn,β∥3r+1+Ch3/2r−d/4
(
∥wn,β∥3r+1+∥∇wn,β∥30,3

)
.
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By triangle inequality, the fact in (31), (16) in Lemma 4.4 and Hölder’s inequality,

(33)

∥wn,β∥3r+1 ≤C∥wn,β − w(tn,β)∥3r+1 + C∥w(tn,β)∥3r+1

≤C
(
k3max

∫ tn+1

tn−1

∥wtt∥2r+1dt
)3/2

+ C∥w(tn,β)∥3r+1

≤Ck5max

∫ tn+1

tn−1

∥wtt∥3r+1dt+ C∥w(tn,β)∥3r+1.

By (32) and (33), (31) becomes

(Csδ)
2̂kn

∫
Ω

(|∇wn,β |∇wn,β−|∇Wn,β |∇Wn,β) : (∇ϕh
n,β)dx(34)

≤C(Csδ)
2C

3
2
2√

C1

[
(1+h

3r
2 −

d
4 )h

3r
2 −

d
4

(
k6max

∫ tn+1

tn−1

∥wtt∥3r+1dt+(kn+kn−1)∥w(tn,β)∥3r+1
)

+ h
3r
2 − d

4

(
k6max

∫ tn+1

tn−1

∥∇wtt∥30,3dt+ (kn + kn−1)∥∇w(tn,β)∥30,3
)]
.

We denote Sn = max
{
∥∇wn,β∥0,3, ∥∇w(tn,β)∥0,3

}
. By (LLC) in Lemma 2.5 and

Young’s inequality,

(35)

k̂n

(
(Csδ)

2(|∇wn,β |∇wn,β − |∇w(tn,β)|∇w(tn,β)),∇ϕh
n,β

)
≤k̂n(Csδ)

2C2Sn

∥∥∇(wn,β − w(tn,β))
∥∥
0,3

∥∇ϕh
n,β∥0,3

≤C(Csδ)
2C

3/2
2 k̂n√

C1

S3/2
n

∥∥∇(wn,β − w(tn,β))
∥∥3/2
0,3

+
C1(Csδ)

2k̂n
4

∥∇ϕh
n,β∥30,3.

By (16) in Lemma 4.4 and Young’s inequality,

(36)

S
3
2
n

∥∥∇(
w(tn,β)− wn,β

)∥∥ 3
2

0,3

≤C
(∥∥∇(

w(tn,β)−wn,β

)∥∥3
0,3

+
∥∥∇(

w(tn,β)−wn,β

)∥∥ 3
2

0,3
∥∇wn,β∥

3
2
0,3

)
≤C(θ)

(
k3max

∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+C(θ)
(
k3max

∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

4 ∥∇wn,β∥
3
2
0,3

≤C(θ)k9/2max

(∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+ C(θ)k
3
2
max

(∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+ C(θ)k3max∥∇wn,β∥30,3

≤C(θ)k
9
2
max

(∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+ C(θ)k
3
2
max

(∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+ C(θ)k3max

(∥∥∇(
w(tn,β)− wn,β

)∥∥3
0,3

+ ∥∇w(tn,β)∥30,3
)

≤C(θ)
(
k

15
2
max+k

9
2
max+k

3
2
max

)( ∫ tn+1

tn−1

∥∇wtt∥20,3dt
) 3

2

+C(θ)k3max∥∇w(tn,β)∥30,3.

By Hölder’s inequality,(∫ tn+1

tn−1

∥∇wtt∥20,3dt
)3/2

≤ Ck1/2max

∫ tn+1

tn−1

∥∇wtt∥30,3dt.(37)
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By (36) and (37), (35) becomes

(38)

k̂n

(
(Csδ)

2(|∇wn,β |∇wn,β − |∇w(tn,β)|∇w(tn,β)),∇ϕh
n,β

)
≤C(θ)k3max(Csδ)

2C
3/2
2√

C1

[(
k6max + k3max + 1

) ∫ tn+1

tn−1

∥∇wtt∥30,3dt

+ (kn + kn−1)∥∇w(tn,β)∥30,3
]
.

• Terms coming from the DLN scheme for standard NSE:
Similar to the treatment of (28), we have( 2∑

ℓ=0

αℓηn−1+ℓ, ϕ
h
n,β

)
≤ C(θ)h2r+2

∫ tn+1

tn−1

∥wt∥2r+1dt+
νk̂n
32

∥∇ϕh
n,β∥2.(39)

By the definition of Stokes projection in (9), (∇ηn,β ,∇ϕh
n,β) = 0. By Cauchy

Schwarz inequality, Poincaré inequality and Young’s inequality,

(40)

γk̂n(∇ · ηn,β ,∇ · ϕh
n,β) ≤γdk̂n∥∇ηn,β∥∥∇ϕh

n,β∥

≤Cγ2k̂n
ν

∥∇ηn,β∥2 +
νk̂n
32

∥∇ϕh
n,β∥2.

By the approximation of Stokes projection in (10), triangle inequality and (16) in
Lemma 4.4

(41)

∥∇ηn,β∥2 ≤Ch2r
(
∥wn,β − w(tn,β)∥2r+1 + ∥w(tn,β)∥2r+1

)
≤Ch2r

(
k3max

∫ tn+1

tn−1

∥wtt∥2r+1dt+ ∥w(tn,β)∥2r+1

)
.

By (41), (40) becomes

(42)

γk̂n(∇ · ηn,β ,∇ · ϕh
n,β)

≤Cγ2h2r

ν

(
k4max

∫ tn+1

tn−1

∥wtt∥2r+1dt+(kn+kn−1)∥w(tn,β)∥2r+1

)
+
νk̂n
32

∥∇ϕh
n,β∥2.

We choose ph to be L2-projection of q(tn,β) onto Qh, then

k̂n
(
q(tn,β),∇·ϕh

n,β

)
= k̂n

(
q(tn,β)−ph,∇·ϕh

n,β

)
≤
√
dk̂n∥q(tn,β)−ph∥∥∇ϕh

n,β∥.

By Young’s inequality and approximation of pressure in (6), we have

k̂n
(
q(tn,β),∇·ϕh

n,β

)
≤ Ch2s+2

ν
(kn + kn−1)∥q(tn,β)∥2s+1 +

νk̂n
32

∥∇ϕh
n,β∥2.(43)

By (4) in Lemma 2.3, Young’s inequality and approximation of Stokes projection
in (6)

(44)

k̂nb
∗(en,β , wn,β , ϕ

h
n,β)

=k̂nb
∗(ηn,β , wn,β , ϕ

h
n,β)− k̂nb

∗(ϕh
n,β , wn,β , ϕ

h
n,β)

≤Ck̂n∥∇ηn,β∥∥∇wn,β∥∥∇ϕh
n,β∥+ Ck̂n∥ϕh

n,β∥1/2∥∇wn,β∥∥∇ϕh
n,β∥3/2

≤Ck̂n
ν

∥∇ηn,β∥2∥∇wn,β∥2 +
Ck̂n
ν3

∥∇wn,β∥4∥ϕh
n,β∥2 +

νk̂n
32

∥∇ϕh
n,β∥2

≤Ck̂nh
2r

ν

(
∥wn,β∥4r+1 + ∥∇wn,β∥4

)
+
Ck̂n
ν3

∥∇wn,β∥4∥ϕh
n,β∥2+

νk̂n
32

∥∇ϕh
n,β∥2.
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We use triangle inequality, (16) in Lemma 4.4 and Hölder’s inequality

∥wn,β∥4r+1 ≤C
(
∥wn,β − w(tn,β)∥4r+1 + ∥w(tn,β)∥4r+1

)
≤C

[(
Ck3max

∫ tn+1

tn−1

1 · ∥wtt∥2r+1dt
)2

+ ∥w(tn,β)∥4r+1

]
≤C(θ)

(
k7max

∫ tn+1

tn−1

∥wtt∥4r+1dt+ ∥w(tn,β)∥4r+1

)
,

∥∇wn,β∥4 ≤C(θ)
(
k7max

∫ tn+1

tn−1

∥∇wtt∥4dt+ ∥∇w(tn,β)∥4
)
.

Thus (44) becomes

(45)

k̂nb
∗(en,β , wn,β , ϕ

h
n,β)

≤C(θ)h2r

ν

(
k8max

∫ tn+1

tn−1

∥wtt∥4r+1dt+ k8max

∫ tn+1

tn−1

∥∇wtt∥4dt

+ (kn + kn−1)∥w(tn,β)∥4r+1 + (kn + kn−1)∥∇w(tn,β)∥4
)

+
Ck̂n
ν3

∥∇wn,β∥4∥ϕh
n,β∥2 +

νk̂n
32

∥∇ϕh
n,β∥2.

By (3), (4), approximation of Stokes projection in (10) and approximation theorem
for interpolation in (6)

(46)
k̂nb

∗(wh
n,β , en,β , ϕ

h
n,β) ≤

Ck̂n
ν

∥∇wh
n,β∥2∥∇ηn,β∥2 +

νk̂n
32

∥∇ϕh
n,β∥2

≤Chrk̂n
ν

∥|w|∥2∞,r+1,2∥∇wh
n,β∥2 +

νk̂n
32

∥∇ϕh
n,β∥2.

Now we deal with k̂nτn(ϕ
h
n,β): by Cauchy Schwarz inequality, Poincaré inequality

and (16) in Lemma 4.4, the first three terms become

(47)

k̂n

(α2wn+1 + α1wn + α0wn−1

k̂n
− wt(tn,β), ϕ

h
n,β

)
≤Ck̂n

∥∥∥α2wn+1 + α1wn + α0wn−1

k̂n
− wt(tn,β)

∥∥∥∥∇ϕh
n,β∥

≤Ck̂n
ν

∥∥∥α2wn+1 + α1wn + α0wn−1

k̂n
− wt(tn,β)

∥∥∥2 + νk̂n
32

∥∇ϕh
n,β∥2

≤C(θ)k4max

ν

∫ tn+1

tn−1

∥wttt∥2dt+
νk̂n
32

∥∇ϕh
n,β∥2,

(48)

νk̂n
(
∇(wn,β − w(tn,β)),∇ϕh

n,β

)
≤Ck̂n

ν

∥∥∇wn,β −∇w(tn,β)
∥∥+

νk̂n
32

∥∇ϕh
n,β∥2

≤Ck4max

ν

∫ tn+1

tn−1

∥∇wtt∥2dt+
νk̂n
32

∥∇ϕh
n,β∥2.
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By (4) in Lemma 2.3 and triangle inequality, two non-linear terms become

k̂nb
∗(wn,β , wn,β , ϕ

h
n,β

)
− k̂nb

∗(w(tn,β), w(tn,β), ϕh
n,β

)
=k̂nb

∗(wn,β − w(tn,β), wn,β , ϕ
h
n,β

)
+ k̂nb

∗(w(tn,β), wn,β − w(tn,β), ϕ
h
n,β

)
≤Ck̂n

ν

∥∥∇(wn,β − w(tn,β))
∥∥2(∥∇wn,β∥2 + ∥∇w(tn,β)∥2

)
+

νk̂n
32

∥∇ϕh
n,β∥2

≤Ck̂n
ν

∥∥∇(wn,β−w(tn,β))
∥∥2(∥∥∇(wn,β−w(tn,β))

∥∥2+2∥∇w(tn,β)∥2
)
+
νk̂n
32

∥∇ϕh
n,β∥2.

By (16) in Lemma 4.4 and Hölder’s inequality,∥∥∇(wn,β − w(tn,β))
∥∥4 ≤C(θ)k7

max

∫ tn+1

tn−1

∥∇wtt∥4dt.

∥∥∇(wn,β−w(tn,β))
∥∥2∥∇w(tn,β)∥2≤C(θ)k3

max

∫ tn+1

tn−1

∥∇w(tn,β)∥2∥∇wtt∥2dt

≤C(θ)k3
max

∫ tn+1

tn−1

(
∥∇w(tn,β)∥4+∥∇wtt∥4

)
dt

≤C(θ)k3
max

∫ tn+1

tn−1

∥∇wtt∥4dt+C(θ)k4
max

∥∇w(tn,β)∥4.

Hence,

k̂nb
∗(wn,β , wn,β , ϕ

h
n,β

)
−k̂nb

∗(w(tn,β), w(tn,β), ϕh
n,β

)
(49)

≤
C(θ)k4

max

ν

[(
1+k4

max

)∫ tn+1

tn−1

∥∇wtt∥4dt+(kn+kn−1)∥∇w(tn,β)∥4
]
+
νk̂n
32

∥∇ϕh
n,β∥2.

By Cauchy-Schwarz inequality, Poincaré inequality, Young’s inequality and (16) in
Lemma 4.4

(50)

k̂n
(
f(tn,β)− fn,β , ϕ

h
n,β

)
≤Ck̂n

ν
∥f(tn,β)− fn,β∥2−1 +

νk̂n
32

∥∇ϕh
n,β∥2

≤Ck̂n
ν

k3
max

∫ tn+1

tn−1

∥ftt∥2−1dt+
νk̂n
32

∥∇ϕh
n,β∥2.

Step 4.
We combine (28) - (30), (34), (38), (39), (42), (43), (45) - (50) into (25) and then
sum (25) over n from 1 to N − 1 to obtain∥∥∥∥ ϕh

N

ϕh
N−1

∥∥∥∥2
G(θ)

+
C4

s δ
2

µ2

∥∥∥∥ ∇ϕh
N

∇ϕh
N−1

∥∥∥∥2
G(θ)

+

N−1∑
n=1

(∥∥∥ 2∑
ℓ=0

λ
(n)
ℓ ϕh

n−1+ℓ

∥∥∥2+∥∥∥ 2∑
ℓ=0

λ
(n)
ℓ ∇ϕh

n−1+ℓ

∥∥∥2)
+

N−1∑
n=1

ν

2
k̂n∥∇ϕh

n,β∥2+
N−1∑
n=1

γk̂n∥∇ · ϕh
n,β∥2+

N−1∑
n=1

C1(Csδ)
2k̂n∥∇ϕh

n,β∥30,3(51)

≤
N−1∑
n=1

C(θ)k̂n∥∇wn,β∥4

ν3
(
∥ϕh

n+1∥2+∥ϕh
n∥2+∥ϕh

n−1∥2
)
+

∥∥∥∥ϕh
1

ϕh
0

∥∥∥∥2
G(θ)

+
C4

s δ
2

µ2

∥∥∥∥∇ϕh
1

∇ϕh
0

∥∥∥∥2
G(θ)

+
Chr

ν2
∥|w|∥2∞,r+1,2

(N−1∑
n=1

νk̂n∥∇wh
n,β∥2

)
+F (θ, kmax, h, δ),
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where

F (θ, kmax, h, δ)

=C(θ)h2r+2∥wt∥2L2(0,T ;Hr+1) + C(θ)
(C4

s δ
2

µ2

)2

h2r∥wt∥2L2(0,T ;Hr+1)

+
Cγ2h2r

ν

(
k4max∥wtt∥2L2(0,T ;Hr+1) + ∥|w|∥22,r+1,2,β

)
+
C(θ)h2r

ν

(
k8max∥wtt∥4L4(0,T ;Hr+1)+k

8
max∥∇wtt∥4L4(0,T ;L2)+∥|w|∥

4
4,r+1,2,β+∥|∇w|∥44,0,2,β

)
+
C(Csδ)

2C
3/2
2√

C1

[
(1 + h

3r
2 − d

4 )h
3r
2 − d

4

(
k6max∥wtt∥3L3(0,T ;Hr+1) + ∥|w|∥33,r+1,2,β

)
+ h

3r
2 − d

4

(
k6max∥∇wtt∥3L3(0,T ;L3) + ∥|∇w|∥33,0,3,β

)]
+
Ch2s+2

ν
∥|q|∥22,s+1,2,β +

C(θ)k4max

ν
∥wttt∥2L2(0,T ;L2) +

Ck4max

ν
∥∇wtt∥2L2(0,T ;L2)

+
C(θ)k4max

ν

(C4
s δ

2

µ2

)2

∥∇wttt∥2L2(0,T ;L2)

+
C(θ)k4

max

ν

[(
1 + k4

max

)
∥∇wtt∥4L4(0,T ;L2) + ∥|∇w|∥44,0,2,β

]
+

Ck4
max

ν
∥ftt∥2L2(0,T ;X′)

+
C(θ)k3max(Csδ)

2C
3/2
2√

C1

[(
k6max + k3max + 1

)
∥∇wtt∥3L3(0,T ;L3) + ∥|∇w|∥33,0,3,β

]
.

By (17) in Theorem 4.5,

N−1∑
n=1

νk̂n∥∇wh
n,β∥2 < C(θ).

We set

Dn =
C(θ)k̂n∥∇wn,β∥4

kmaxν3
, 1 ≤ n ≤ N − 1,

and

dn =



D1 n = 0

D1 +D2 n = 1

Dn−1 +Dn +Dn+1 2 ≤ n ≤ N − 2

DN−2 +DN−1 n = N − 1

DN−1 n = N

.(52)

By the time step restriction in (20), we have kmaxdn < 1 for all n. Then we use
the definition of G(θ)-norm in (14) and apply Grönwall’s inequality in Lemma 2.4
to (51) (with dn defined in (52) and ∆t = kmax)

∥ϕh
N∥2 + C(θ)

N−1∑
n=1

ν

2
k̂n∥∇ϕh

n,β∥2

≤ exp
(N−1∑

n=1

kmaxdn
1− kmaxdn

)[C(θ)hr

ν2
∥|w|∥2∞,r+1,2 + F (θ, kmax, h, δ)

+ C(θ)
(
∥ϕh

1∥2 + ∥ϕh
0∥

)
+

C(θ)C4
s δ

2

µ2

(
∥∇ϕh

1∥2 + ∥∇ϕh
0∥

)]
.
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By triangle inequality, approximation properties of Stokes projection in (10) and
approximations of finite element space in (6), we have (21). �

Remark 4.10. The Semi-implicit DLN algorithm has been applied to the Navier
Stokes equation [53] and outperforms the corresponding fully implicit algorithm in
two aspects: removing the time step restriction like (20) as well as avoiding the
non-linear solver at each time step. For error analysis of the semi-implicit DLN
algorithm for CSM (12), the SM (SM) and LLC (LLC) conclusions should be
adjusted and are left as an open problem. To do so, one can follow the work in
[30, 31] where a new linear extrapolation of the convecting velocity for CNLE is
proposed that ensures energetic stability without a time-step restriction.

5. Numerical Tests

We perform two numerical tests in this section. The first test with known exact
solutions is to verify the rate of convergence of the DLN scheme. The second test is
to show that DLN exhibits intermittent backscatter under both uniform time grids
and variable time steps. For both tests, we choose three values for the parameter
θ: 2/3, 2/

√
5, 1. The value θ = 2/3 is proposed in [19] to minimize the error

constant and maintain stability. the value θ = 2/
√
5 is suggested in [40, 41] to

guarantee the best stability at infinity (long-time simulations in practice). The
DLN method with θ = 1 is reduced to one-leg midpoint rule, having the smallest
error constant [8] and conserving all quadratic Hamiltonians. We use the software
FreeFem++ for programming and Taylor-Hood (P2 − P1) finite element space for
spatial discretization.

5.1. A test with exact solution. We choose the test problem proposed by Guer-
mond, Minev, and Shen [23] to confirm the second-order convergence of the constant
time-stepping DLN method. The exact solutions on the domain Ω = (−1, 1)2 are

w(x, y, t) = π sin t[sin 2πy sin2 πx,− sin 2πx sin2 πy]tr,

p(x, y, t) = sin t cosπx sinπy.

Initial conditions, boundary conditions, and body force f(x, t) are decided by the
exact solutions. We set model parameters Cs = 0.1, µ = 0.4, Re = 5000, and δ
to be the shortest edge of all triangles. We simulate the test up to T = 10. We
denote the error of velocity and pressure at time tn to be ewn and epn respectively
and measure the performance by the following variables

∥|ew|∥∞,0 := max
0≤n≤N

∥ewn ∥L2(Ω), ∥|ew|∥0,0 :=
( ∑

0≤n≤N

k∥ewn ∥2L2(Ω)

)1/2

,

∥|ep|∥∞,0 := max
0≤n≤N

∥epn∥L2(Ω), ∥|ep|∥0,0 :=
( ∑

0≤n≤N

k∥epn∥2L2(Ω)

)1/2

,

where k is the constant time step. From Tables 1 and 2, we observe that the
constant time-stepping DLN method with θ = 2/3 obtains second convergence for

this test. The results of θ = 2/
√
5 and θ = 1 (in Tables 4 to 7) are very close thus

we leave them to Appendix.
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Table 1. Errors by ∥ · ∥∞,0-norm and Convergence Rate for the
constant DLN with θ = 2/3.

k h ∥|ew|∥∞,0 Rate ∥|∇ew|∥∞,0 Rate ∥|ep|∥∞,0 Rate
0.08 0.08571 6.0302 - 56.8481 - 10.8576 -
0.04 0.04221 0.0498844 6.9175 1.35745 5.3881 0.079143 7.1000
0.02 0.02095 0.0119835 2.0575 0.399758 1.7637 0.0192928 2.0364
0.01 0.01048 0.00297779 2.0087 0.10394 1.9434 0.00490525 1.9757

Table 2. Errors by ∥ · ∥0,0-norm and Convergence Rate for the
constant DLN with θ = 2/3.

k h ∥|ew|∥0,0 Rate ∥|∇ew|∥0,0 Rate ∥|ep|∥0,0 Rate
0.08 0.08571 7.8961 - 79.3971 - 12.3373 -
0.04 0.04221 0.107395 6.2001 3.06024 4.6974 0.143315 6.4277
0.02 0.02095 0.024972 2.1045 0.900864 1.7643 0.0345612 2.0520
0.01 0.01048 0.00617647 2.0155 0.234349 1.9427 0.00877951 1.9769

0 1 2 3 4 5 6 7 8 9 10
-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
MD

(a) EMD
N

0 1 2 3 4 5 6 7 8 9 10
-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1
CSMD

(b) ECSMD
N

0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10
ND

(c) END
N

0 1 2 3 4 5 6 7 8 9 10
0

2

4

6

8

10

12

14
VD

(d) EVD
N

Figure 1. Variable Step DLN (12) with Tol = 0.15, Re =
10, 000, θ = 2

3 , Cs = 0.1, µ = 0.4. We do not see backscatter in
EMD
N .

5.2. Test2. Flow between offset cylinder. We choose the 2D offset cylinder
problem proposed by Jiang and Layton [33] to see whether the CSM (1) admits the
transfer of energy from fluctuations back to means in the turbulent flow. Meanwhile,
we would like to see how the time adaptive algorithm affects the occurrence of the
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Figure 2. Variable Step DLN (12) with Tol = 0.15, Re =
10, 000, θ= 2√

5
, Cs=0.1, µ=0.4. We see backscatter in EMD

N .
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Figure 3. Variable Step DLN (12) with Tol = 0.05, Re =
10, 000, θ=0.95, Cs=0.1, µ=0.4. We see backscatter in EMD

N .



THE DLN METHOD FOR A CORRECTED SMAGORINSKY MODEL 901

0 2 4 6 8 10 12
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2
MD

(a) EMD
N

0 2 4 6 8 10 12
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15
CSMD

(b) ECSMD
N

0 2 4 6 8 10 12
0

1

2

3

4

5

6
ND

(c) END
N

0 2 4 6 8 10 12
0

2

4

6

8

10

12

14
VD

(d) EVD
N

Figure 4. Variable Step DLN (12) with Tol = 0.01, Re =
10, 000, θ=0.98, Cs=0.1, µ=0.4. We see backscatter in EMD

N .

backscatter phenomenon. The domain Ω is a unit disk centered at the origin with
a smaller off-center obstacle inside, i.e. Ω = {(x, y) : x2 + y2 < 1, (x− 0.5)2 + y2 >
0.12}. The flow is driven by a counterclockwise rotational body force

f(x, y, t) = [−4y(1− x2 − y2), 4x(1− x2 − y2)]tr,

with no-slip boundary conditions on both circles. Since the flow is driven by a
counterclockwise force (f = 0 on the outer circle), it rotates about the origin and
interacts with the immersed circle. We use 400 nodes on the outer circle and 100
nodes on the inner circle for mesh generation. We set final time T = 10 and model
parameters Cs = 0.1, µ = 0.4, Re = 104, δ to be the shortest edge of all triangles
(≈ 0.01129). The backscatter phenomenon is measured by the model dissipation
EMD
N :

EMD
N = ECSMD

N +

∫
Ω

(Csδ)
2|∇w̃h

N−1,β ||∇wh
N−1,β |2dx,

ECSMD
N =

∫
Ω

(C4
s δ

2

µ2

α2∇wh
N + α1∇wh

N−1 + α0∇wh
N−2

k̂N−1

· ∇wh
N−1,β

)
dx.

Larger oscillations of EMD
N around zero means significant backscatter phenomenon.

Thus only ECSMD
N makes contribution to backscatter. To design a time adaptive

mechanism for the variable time-stepping DLN method, we adopt the minimum
dissipation criteria proposed by F. Capuano, B. Sanderse, E. M. De Angelis, and
G. Coppola [10]: time step kn is adjusted to ensure the ratio of numerical dissipation
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Table 3. Total time steps taken to reach T = 10 while using
variable DLN for different values of θ.

θ Tol Total time steps Backscatter observed
0.98 0.01 9575 Yes
0.95 0.01 6505 No
0.95 0.05 1604 Yes

2/
√
5 0.01 8988 No

2/
√
5 0.05 5680 No

2/
√
5 0.15 1973 Yes

2/3 0.01 9944 No
2/3 0.05 9575 No
2/3 0.15 7149 No

END
n+1 and viscous dissipation EVD

n+1 is less than required tolerance Tol, i.e.

χn+1 =
END
n+1

EVD
n+1

< Tol.

If the above criterion is satisfied, we accept the result of the current step and double
the time step for the next step calculation. Otherwise, we halve the current time
step for re-computing. We set the maximum time step kmax = 0.025 for accuracy
and minimum time step kmin = 0.0001 for efficiency. The initial time step k0 equals
kmin and initial conditions are obtained by solving the steady Stokes problem with
the same body force f(x, y, t) and same Re. Tolerance Tol is pre-set each time to
achieve the backscatter phenomenon to the largest possibility.

We first attempt the adaptive DLN algorithms with θ = 2/3 and Tol = 0.15.
From Figure 1, we don’t see the backscatter phenomenon since ECSMD

N is overwhelmed

by second term in END
n+1. Then we try the adaptive DLN algorithms with θ = 2/

√
5

and same Tol. This time we observe evident backscatter in Figure 2. Hence,
it’s reasonable to expect that the backscatter phenomenon is more significant if θ is
larger. Then we try the adaptive DLN algorithms with θ = 0.95 and Tol = 0.05. We
observe more significant backscatter phenomenon in Figure 3. Lastly we increase θ
to 0.98 and decrease Tol to 0.01 and still achieve large oscillations of END

n+1 around
zero in Figure 4. We also attempt these four θ values with different tolerance
and summarize the results in Table 3. Table 3 shows that it’s more likely to have
backscatter phenomena by the adaptive DLN algorithms with larger θ. Also for
relatively small θ values, we can increase Tol (larger average time step size) to have
backscatter phenomena more easily.

Then we apply the constant time-stepping DLN algorithm in (11) with k = 0.001
to the same problem. From Figures 5 to 8, there is no backscatter phenomenon
for all four θ values, which implies that it’s more likely to have the backscatter
phenomenon during the simulations with adaptive DLN algorithms. Moreover, we
couldn’t see the backscatter phenomenon unless we increase θ to 1 (See Figure 9).
The oscillations in the model dissipation may come from the effect of normal ringing
[5], which is seen in the standard midpoint rule.

Finally, we check how the new kinetic energy penalization in CSM affects the
kinetic energy KE = 1

2∥w
h
N∥2. We try different combinations of θ and Tol for

adaptive DLN algorithms and observe that the KE stabilizes or only varies within
a small range when backscatter happens. On the other hand, KE continues to
increase with no backscatter phenomena. Figure 10 confirms our observation. The
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Figure 5. Constant time step DLN (12) with k = 0.001, Re =
10, 000, θ = 0.98, Cs = 0.1, µ = 0.4. We do not see backscatter in
EMD
N .

left picture is the result of adaptive DLN algorithm with θ = 0.95 and Tol = 0.01.
The kinetic energy continues to increase after a long time with no backscatter
phenomenon happening (See Table 3). The right picture shows the converse: the
adaptive DLN algorithm with θ = 0.95 and Tol = 0.05 has kinetic energy around
42 with significant backscatter phenomenon (See Table 3).

6. Conclusion

In the report, we propose the variable time-stepping DLN algorithm for the CSM
and present a complete numerical analysis of the algorithm. In the stability analysis,
we have shown that the numerical solutions are unconditionally stable in energy over
the long term. In the error analysis, we have proved that the numerical velocity
converges at second order under mild time step limits if the highest polynomial
degrees satisfy r = 2 and s = 1, which is verified by the first numerical test
problem in Subsection 5.1. It’s clear that to get the backscattering phenomenon
not from the ringing property of the method, we need dissipative methods and we
need some control of numerical dissipation, END

N . We therefore test in Subsection
5.2 by adapting the time step using minimum dissipation criteria. The closer θ =
1, the closer the DLN method gets to be exactly conservative. If it is exactly
conservative, we do not need tight control over END

N . The further we go away from
exactly conservative, the tighter control we need over END

N to see what seems to
be true. In the future, error analysis for a semi-implicit DLN algorithm for CSM
to avoid time restriction could be proven since it’s an important open problem.
Furthermore, in 3D, storage can be an issue and hence analysis of the reduced
storage penalty method is also an interesting problem.



904 F. SIDDIQUA AND W. PEI

0 1 2 3 4 5 6 7 8 9 10
-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
MD

(a) EMD
N

0 1 2 3 4 5 6 7 8 9 10
-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12
CSMD

(b) ECSMD
N

0 1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

60
ND

(c) END
N

0 1 2 3 4 5 6 7 8 9 10
0

2

4

6

8

10

12

14

16

18
VD

(d) EVD
N

Figure 6. Constant time step DLN (12) with k = 0.001, Re =
10, 000, θ = 0.95, Cs = 0.1, µ = 0.4. We do not see backscatter in
EMD
N .

7. Appendix

In this appendix, we provide additional some additional tables and figures.

Table 4. Errors by ∥ · ∥∞,0-norm and Convergence Rate for the

constant DLN with θ = 2/
√
5.

k h ∥|ew|∥∞,0 Rate ∥|∇ew|∥∞,0 Rate ∥|ep|∥∞,0 Rate
0.08 0.08571 6.1375 - 59.5951 - 10.2725 -
0.04 0.04221 0.0499412 6.9412 1.35769 5.4560 0.0803944 6.9975
0.02 0.02095 0.0119888 2.0585 0.399817 1.7637 0.0195956 2.0366
0.01 0.01048 0.00297839 2.0091 0.103952 1.9434 0.00502445 1.9635

Table 5. Errors by ∥ · ∥0,0-norm and Convergence Rate for the

constant DLN with θ = 2/
√
5.

k h ∥|ew|∥0,0 Rate ∥|∇ew|∥0,0 Rate ∥|ep|∥0,0 Rate
0.08 0.08571 8.05856 - 86.5876 - 11.9822 -
0.04 0.04221 0.107272 6.2312 3.05843 4.8233 0.143556 6.3831
0.02 0.02095 0.0249452 2.1044 0.900625 1.7638 0.0346417 2.0510
0.01 0.01048 0.00616932 2.0156 0.234285 1.9427 0.00880143 1.9767
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Figure 7. Constant time step DLN (12) with k = 0.001, Re =
10, 000, θ= 2√

5
, Cs=0.1, µ=0.4. We do not see backscatter in EMD

N .
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Figure 8. Constant time step DLN (12) with k = 0.001, Re =
10, 000, θ= 2

3 , Cs=0.1, µ = 0.4. We do not see backscatter in EMD
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Figure 9. Constant time step DLN (12) with k = 0.001, Re =
10, 000, θ=1, Cs=0.1, µ=0.4.
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Figure 10. Variable Step DLN (12) with Re = 10, 000, θ =
0.95, Cs = 0.1, µ= 0.4. The left picture is for no backscatter and
the right picture is for backscatter.

Table 6. Errors by ∥ · ∥∞,0-norm and Convergence Rate for the
constant DLN with θ = 1.

k h ∥|ew|∥∞,0 Rate ∥|∇ew|∥∞,0 Rate ∥|ep|∥∞,0 Rate
0.08 0.08571 6.03148 - 72.2845 - 14.0717 -
0.04 0.04221 0.0499902 6.9147 1.35784 5.7343 0.0831369 7.4031
0.02 0.02095 0.0120016 2.0584 0.399858 1.7638 0.0203057 2.0336
0.01 0.01048 0.00298191 2.0089 0.103961 1.9434 0.00512713 1.9857
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Table 7. Errors by ∥ · ∥0,0-norm and Convergence Rate for the
constant DLN with θ = 1.

k h ∥|ew|∥0,0 Rate ∥|∇ew|∥0,0 Rate ∥|ep|∥0,0 Rate
0.08 0.08571 8.50684 - 105.23 - 14.0354 -
0.04 0.04221 0.107277 6.3092 3.05802 5.1048 0.14397 6.6072
0.02 0.02095 0.0249479 2.1044 0.90061 1.7636 0.0347625 2.0502
0.01 0.01048 0.0061698 2.0156 0.234279 1.9427 0.00883384 1.9764
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