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CHOICE OF INTERIOR PENALTY COEFFICIENT FOR
INTERIOR PENALTY DISCONTINUOUS GALERKIN METHOD
FOR BIOT’S SYSTEM BY EMPLOYING MACHINE LEARNING
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Abstract. This paper uses neural networks and machine learning to study the optimal choice of
the interior penalty parameter of the discontinuous Galerkin finite element methods for both the
elliptic problems and Biot’s systems. It is crucial to choose the optimal interior penalty parameter,
which is not too small or too large for the stability, robustness, and efficiency of the approximat-
ed numerical solutions. Both linear regression and nonlinear artificial neural network methods
are employed and compared using several numerical experiments to illustrate the capability of
our proposed computational framework. This framework is integral to developing automated nu-
merical simulation because it can automatically identify the optimal interior penalty parameter.
Real-time feedback could also be implemented to update and improve model accuracy on the fly.

Key words. Discontinuous Galerkin, interior penalty, neural networks, machine learning, finite
element methods.

1. Introduction

Discontinuous Galerkin (DG) finite element method, which is also known as the
Interior Penalty method (IP), is one of the most popular non-conforming finite
elements employed for various realistic applications, especially with discontinuous
material properties [1, 2, 3, 4, 5]. The advantages of the IP-DG method include the
following. First, DG preserves the local flux conservation with highly varying mate-
rial properties [6, 7, 8, 9, 10]. In addition, DG can deal robustly with general partial
differential equations and equations whose type changes within the computational
domain, such as from advection dominated to diffusion dominated [11, 12, 13].

However, one of the disadvantages of DG is that the method’s stability and
accuracy depend on the interior penalty parameter in front of the jump term that
needs to be chosen. In other words, the performance of the DG methods highly
depends on the choice of the interior penalty parameter. For example, if the penalty
parameter is too small, the stability of the scheme is not guaranteed, and the
linear solver will not converge. If the penalty parameter is too large, DG schemes
might converge to the continuous Galerkin finite element methods and often suffer
from the linear solver. Thus, it is crucial to employ the optimal interior penalty
parameter. Several studies of the lower bounds for the penalty parameter have
been obtained in the past [14, 15, 16, 17, 18]. Moreover, weighted interior penalty
parameters for the cases where the diffusion coefficient is discontinuous were studied
in [19, 20]. Specific illustrations on the selection of the penalty parameters are
shown in [21].

This paper proposes a new procedure to find the optimal interior penalty parame-
ters for both elliptic problems and the poroelastic Biot’s system. Since the choice of
the optimal interior penalty parameters for multiphysics multiscale coupled prob-
lems or problems with discontinuous and heterogeneous material properties are
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nontrivial by the traditional analytic approaches, we employ machine learning pro-
cesses to predict the optimal interior penalty parameters. Many machine learning
models have been a center of attention for decades because of their approxima-
tion power that could be practically applied to various applications [22, 23]. These
algorithms range from classic linear regression models [24, 25], spatial interpola-
tion techniques such as kriging [26] or maximum likelihood estimation [27], and
nonlinear approximation functions such nonlinear regression [28] or deep learning
[29].

Recently, deep learning has become more attractive with several advantages,
including that it is scalable [30], suitable for GPU functionality [31], and requires
less computational resources is less due to the mini-batch gradient descent approach
[32]. Deep learning has also been successfully applied to solve partial differential
equations, generally solved by classical numerical methods such as finite difference,
finite volume, or finite element methods [33, 34, 35, 36, 37, 38]. Moreover, this
technique has been used to assist the traditional numerical methods such as finite
elements to enhance their performance [39, 40, 41, 42, 43]. Hence, this paper aims
to apply this method to identify the optimal interior penalty parameters in complex
problems.

The proposed procedure benefits the simple elliptic problem or Biot’s equations
and any multiphysics multiscale coupled problems. Besides, in cases where many
simulations have to be performed with different settings, e.g., mesh size, material
properties, or various interior penalty schemes, our proposed framework can auto-
matically identify the optimal interior penalty parameter. Real-time feedback could
also be implemented to update and improve model accuracy.

The paper is organized as follows. Our governing system and finite element dis-
cretizations are in Section 2 and Section 3, respectively. Details about the machine
learning algorithm are discussed in Section 4. The numerical results are in Section
5; this section illustrates the effects of interior penalty parameters on both solution
quality and simulation behavior. Performance between linear and nonlinear ap-
proximation functions is also compared. Finally, the conclusions follow in Section
6.

2. Mathematical Model

In this section, we briefly recapitulate the Biot system for poroelasticity that we
will discuss in this paper. Let Q C R? (d € {1,2,3}) be the computational domain,
which is bounded by the boundary, Q. The time domain is denoted by T = (0, T]
with 7" > 0. Then the coupling between the fluid flow and solid deformation can be
captured by applying Biot's equation of poroelasticity, which is composed of linear
momentum and mass balance equations [44].

First, the mass balance equation is given as [45]:

(1) p(gbchraKf)gthrpagtV-uVon(Vppg)gian’]l‘,
where p(-, 1) : 2% (0; T] — R is a scalar-valued fluid pressure, u(-, ) : Qx (0; 7] — R¢
is a vector-valued displacement, p is a fluid density, ¢ is an initial porosity, c; is
a fluid compressibility, g is a gravitational vector, g is a sink/source. Here, V - u
term represents the volumetric deformation and k is defined as:
(2) K= pk—m,

"

where k,,, is a matrix permeability tensor and p is a fluid viscosity.



766 S. LEE, T. KADEETHUM, AND H. NICK

The following boundary and initial conditions supplement the mass balance e-
quation (the fluid flow problem):

(3) p = ppondQ,xT,
(4) ~V-k(Vp—pg)-n = gqpondQ, xT,
(5) p = poinQatt=0,

where pp and gp are specified pressure and flux, respectively, and 02 is decomposed
to pressure and flux boundaries, 0€), and 0§}, respectively.
Secondly, the linear momentum balance equation can be written as follows:

(6) V-o(u,p) =f.

For simplicity, a body force f is neglected in this study. Here, o is total stress,
which is defined as:

(7) o = o(u,p) = o’ (u) - apl,
where I is the identity tensor and « is Biot's coefficient defined as [46]:
K
8 = 1 [,
Q 01—

with the bulk modulus of a rock matrix K and the solid grains modulus K. In
addition, o’ is an effective stress written as:

(9) o' :=0'(u) =2e(u) — \V - ul,

where \; and p; are Lamé constants. By assuming a small displacement, a strain
is defined as:

(10) €(u) := % (Vu+vu’).

Thus, we can write the linear momentum balance supplemented by its boundary
and initial conditions as:

(11) V-o'(uy+aV-pI = f inQxT,
(12) u = upond, xT,
(13) o'-n = opondQ xT,
(14) u = u inQatt=0,

where up and op are prescribed displacement and traction at boundaries, respec-
tively, and ¢ is time. Here, 02 can be decomposed to displacement and traction
boundaries, 02, and 9€;, respectively, for the solid deformation problem.

3. Numerical Discretizations

This paper employs the discontinuous Galerkin (DG) finite element method for
spatial discretization. Let Tj be the shape-regular (in the sense of Ciarlet) triangu-
lation by a family of partitions of 2 into d-simplices T' (triangles/squares in d = 2
or tetrahedra/cubes in d = 3). We denote by hr the diameter of T and we set
h = maxreT, hr. Also, we denote by &5, the set of all edges and by &/ and 5,‘? the
collection of all interior and boundary edges, respectively. In the following nota-
tion, we assume edges for two dimensions, but the results hold analogously for faces
in a three-dimensional case. The space H*(7p) (s € R) is the set of element-wise
H? functions on Ty, and L%(&;) refers to the set of functions whose traces on the
elements of &, are square integrable. Let Q;(T") denote the space of polynomials of
partial degree at most [. Throughout the paper, we use the standard notation for
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Sobolev spaces and their norms. For example, let E C , then || - ||,z and |- |15
denote the H'(FE) norm and seminorm, respectively. For simplicity, we eliminate
the subscripts on the norms if £ = Q.

Since we consider the nonconforming DG methods, let

e=0TTNAT~, ecé&f,

where T+ and T~ be two neighboring elements and we denote by h. the length of
the edge e. Let n™ and n™ be the outward normal unit vectors to 87" and 97—,
respectively (nt := njr+). For any given function £ and vector function &, defined
on the triangulation 73, we denote ¢+ and !;’i by the restrictions of ¢ and € to T+,
respectively.

Next, we define the weighted average operator {-}s. as follows: for ¢ € L?(Ty)
and T € L?(Tp)4,

(15) {C}ée = 6e<+ + (1 - 56) C_a and {T}5e = 6ET+ + (1 - 56) T , onee€ g}{a
where 0. is calculated by [47, 19].

K
16 0¢ 1= —/———.

(16) T kE +he

Here,

(17) KT = (n*)T kT -nt, and K, = (n*)T ‘KT -n,

where k. is a harmonic average of k7 and . read as:
26T K
On the other hand, for e € £7, we set {C}s, == Cand {7}; := 7. The jump across

the interior edge will be defined as

[(]=¢Cn"+¢n~ and [r]=7"-nt4+7"-n" onecé&l.

(18) Ke 1=

For e € &7, we let [¢] := (n and [7] := 7 - n.
Finally, we introduce the finite element space for the discontinuous Galerkin
method, which is the space of piecewise discontinuous polynomials of degree k by

(19) VPS(Th) i= {4 € LA(Q)] ¥y, € Qu(T), VT € To.} .

Moreover, we use the notation:

(v, w) T, = Z /vwdm, Yoo, w e L*(Th),
T

TETh

(v, wyg, = Z vwdy, Yv,w € L*(&).

ec&, V€

3.1. Pressure problem. First, we introduce the backward Euler DG approxima-
tion to (1). We define a partition of the time interval 0 =: t% < ¢! < ... <tV :=T
and denote the uniform time step size by 6t := t" — t"~1. The DG finite elemen-
t space approximation of the pressure p(x,t) is denoted by P(x,t) € VhDJf. Let
P™:= P(x,t") for 0 <n < N. We set a given initial condition for the pressure as
PY and assume the displacement at time ¢, u(, ¢) is given. For simplicity, the terms
gravity and source/sink are neglected. Then, the time-stepping algorithm reads as
follows: Given P" 1,

(20) Find P" € Vh[?,f such that Sp(P",w;u) = Fyp(w), Yw € Vh'?,g,
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where Sy and Fy are the bilinear form and linear functional as defined by
(21)

a—
So(v, w;u) ::é (¢Cf + %

¢) (0,w)y, + (KVv, Vo).

— ({rVu},, [[w]]>£’11 + pa(%v ‘u,w) 7, — 0 ([v] ,{f<;Vw}5E>g’1
+B(k)<h;1’€e [[vﬂaﬂw]bg}lla vvvwevhka

(22)  Fo(w) izé(f’”_law)n —{ap, [wheyo =0 (pp, {KVW}; ) eo.o

+B(k)(he kepp, [wl)gpo,  Yw € ViR

The choice of 6 leads to different DG algorithms. For example, i) § = 1 for
SIPG(5)—k methods [48, 49], which later has been extended to the advection-
diffusion problems in [50, 51}, ii) § = —1 for NIPG(8)—k methods [52], and iii)
6 = 0 for ITIPG()—k method [53].

The interior penalty parameter, S(k), is a function of polynomial degree ap-
proximation, k. Here, h. is a characteristic length of the edge e € &, calculated
as:

meas (T) 4+ meas (T7)

(23) he = 2 meas(e)

)

where meas(.) represents a measurement operator, measuring length, area, or vol-
ume. Several analyses for the choice of the interior penalty parameter, 3, are shown
in [14, 15, 16, 17, 18] and this 3 is the quantity that we investigate in this paper.
The study could be applicable not only for DG but also for other interior penalty
methods, such as enriched Galerkin methods [54, 55, 56, 57].

2. Displacement problem. For the displacement u, we employ the classical
continuous Galerkin (CG)finite element methods for the spatial discretizations as
in [55, 58] where the function space is defined as

(24) WES(Th) = {4, € CO(URY) 1 Y| € Qu(T;RY), VT € T},

where C° (Q;Rd) denotes the space of vector-valued piecewise continuous polyno-
mials, Qx(T; R?) is the space of polynomials of degree at most k over each element
T.

The CG finite element space approximation of the displacement u(x, t) is denoted
by U(x,t) € W,S% Let U := U(x,t") for 0 < n < N. We set a given initial
condition for the displacement as U?, and the pressure at time ¢, P" is given from
the previous section. Then, the time-stepping algorithm reads as follows: Given
P,

(25) Find U" € Wy$ such that A(U", w; P") =D(w), VYw e WS,

where A and D are the bilinear form and linear functional as defined as
(26)

A(v,w; P") : Z/ w) dV + Z/aVP”deV Vv, w e Wes,

TeTh TeT



IPDG METHOD FOR BIOT’S SYSTEM BY EMPLOYING MACHINE LEARNING 769

and

(27) D(w) = Z /wa av + Z opwdS, Vwe V[/hc?c

TETh ecElY ¢

3.3. Poroelasticity problem. Finally, the resulting variational formulation for
solving the Biot’s poroelasticity system reads as follows: Given (U"~1 Pn~1) ¢
WG x VP2 with 0 <n < N —1, find (U™, P") € WS x V;PE such that

SG(Pn7w;Un):~F9(w)7 vwevh?ga

A(U™,w; P") =D(w), YweWSS.
Numerical analyses for the existence and uniqueness of the system and extensions
to consider different applications by utilizing the presented mix of continuous and
discontinuous Galerkin methods are discussed in [59, 60, 61, 62] and references cited
therein.

4. Machine Learning Algorithm

In this section, we present the details of the two machine learning algorithms
employed in this paper to seek the effect and optimal choice of the interior penalty
parameter. First, the linear approximation algorithm, which is so-called linear
regression or logistic regression, is shown depending on the output type. Then, the
nonlinear approximation algorithm, the artificial neural network (ANN) with a deep
learning algorithm, is described. See Figure 1 for the detailed outline. Then, the
next section compares the performance between linear and nonlinear approximation
algorithms for each given problem to find the optimal penalty parameters. The two

Predicted Values

Continuous Binary
Regression Classification
| Linear Linear Regression Logistic Regression
Machine Learning
Algorithms
| Monlinear Regression ANN Classification ANN

FIGURE 1. Tllustration of the methods used in this study.

different algorithms (linear/nonlinear) will provide two types of predicted values;
one is a continuous predicted value referred to as a continuous regression model, and
the second is a binary predicted value referred to as a binary classification model.
Finding the optimal penalty parameter could be solved by continuous (regression
model) and binary (classification model) predictions.

First, we discuss the loss functions for each predicted value, continuous regres-
sion, and binary classification models. For the predicted value by employing the
continuous regression model, we use mean squared error (MSE) as a loss function,

which is defined as
n

1 N2
(28) MSE = — z; (Yi — Yi) ,
=
where n represents a number of data points, Y; is a true or observed values at index

i, and Y; is a predicted value at index 1.
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To compare the performance of the linear regression and nonlinear ANN algo-
rithms, by using the continuous regression predicted values, we define R? and the
explained variance score (EVS). Here, R? is
_ SSI‘GS

SStot ’

where 5S¢ is a residual sum of squares read as:

(29) R?*:=1

n N2
(30) SSres = Z (1/2 - ij) )
i=1
and SSio; is a total sum of squares defined as:

(31) SStot 1= Z (Vi — Y)Q,

i=1

where (-) is an arithmetic average operator and Y is the arithmetic average of Y;.
Next, EVS is defined as

Var{Y — Y}
32 EVS:=1—- ———
(32) Var{Y} ~
where Var{-} is a variance operator. Note that if Y —Y = 0, then R?> = EVS or
we have unbiased estimator [63].
For the predicted value by employing the binary classification models, we use
binary cross entropy (BCE) as the loss function, which is defined as follows:

n

1
(33)  BCE =——3% (¥; log(P(¥})) +(1-Y:) log(1-P(¥})),
i=1
where P () is a probability function. Then, we use the accuracy function (ACC)

to compare the results from logistic regression and classification ANN, and it is
defined as

(34) ACC = >~ True positive + Y True negative

n

where ‘True positive’ and ‘True negative’ represent cases where the prediction agrees
with the observation. See Figure 2 for more details.

Moreover, we employ different optimization algorithms to minimize each loss
function for linear and nonlinear algorithms, and we describe these in the following
sections.

Observation
P N
P True Positive False Positive
Prediction
N False Negative True Negative

FIGURE 2. Illustration of a confusion matrix, where P denotes
positive and N denotes negative.
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4.1. Linear approximation algorithm. Two types of linear approximation al-
gorithms are used in this work: (i) (multivariate) linear regression and (ii) (mul-
tivariate) logistic regression. These two models produce continuous and binary
predictive values, respectively, and can consider any number of input values. The
main idea of these models is to map the linear relationship between multiple in-
dependent variables (input) and one dependent variable (output). As discussed
previously, equations (28) and (33) are used as the loss function for multivariate
linear and logistic regressions, respectively. To minimize these functions, we fol-
low the classical stochastic gradient descent (SGD) [64] solver to minimize equation
(28), and limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [65] solver
to minimize equation (33).

Finally, we split our available data points into two parts: training set and test set
using the Scikit-learn package, an open-source software machine learning library for
the Python programming language [64]. We use the same training set to train both
linear and nonlinear approximation functions. The test set compares performances
between the linear and nonlinear approximation algorithms. The splitting ratio of
the data sets used in this paper is 0.8 of the total available data for the training set
and 0.1 of the total available data for the test set. We note that we only utilize 90%
of the available data set for training and test set to be consistent with the number
of the data sets for the nonlinear algorithm. The nonlinear algorithm requires 10%
of the available data set for the validation set. Each variable input is transformed
into a numeric variable, and each continuous data is normalized by its mean and
variance using the prepossessing library of the Scikit-learn package [64].

4.2. Nonlinear approximation algorithm. Similar to the previous section, we
have two types of nonlinear approximation algorithms used in this work: (i) re-
gression ANN model and (ii) classification ANN model. These models map the
nonlinear relationship between input (features) to output by using nonlinear acti-
vation functions such as Sigmoid, Tanh, or rectified linear unit (ReLU) functions
[66, 67, 29]. The number of hidden layers also plays an important role in defining
whether the neural network has deep (number of hidden layers is greater than one)
or shallow (number of hidden layers is one) architecture. [68]. Moreover, the shal-
low and deep neural networks, called Wide and Deep Learning, can be combined
to optimize the performance and generalization [69]. Figure 3 presents the neural
network architecture used in this study. The number of output nodes is always
one, but the number of input nodes is determined by the nature of each problem,
which will be discussed later. Hyperparameters [29] are determined by the number
of hidden layers (Np,;) and the number of neurons (N,).

The artificial neural network used in this study is built on the TensorFlow plat-
form with Keras wrapper [70, 71]. The ReLU is employed as the activation function
for each neuron in each hidden layer for both regression and classification ANN.
The output layer of the classification ANN is subjected to the Sigmoid activation
function, while the output layer of the regression ANN is not subjected to any
activation functions since the output values are continuous.

To minimize the loss functions, equations (28) (for the regression ANN mod-
el) and (33) (for the classification ANN model), the mini-batch gradient descent
method is used with a batch size of 10 [32, 72]. This method is effective since (i)
it requires less memory and becomes more effective when the size of data is sig-
nificant, and (ii) it helps to prevent gradient-decent optimizations trapped in the
local minimum [73, 74]. Then, adaptive moment estimation (ADAM) [75] solver is
employed.
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Input Layer Hidden Layer Output Layer

FicURE 3. The general neural network architecture used in this
study. The input layer contains up to ¢ input nodes, and the output
layer is composed of 1, ...,k output nodes. The number of hidden
layers we denote Np;, and each hidden layer is composed of N,
neurons.

Similar to the linear approximation algorithms, we split our available data points
into three parts (i) training set, (ii) validation set, and (iii) test set using Scikit-
learn package [64]. We note that the same training and test set data points are
applied for both linear and nonlinear algorithms, but the validation set is only for
the nonlinear algorithms. The validation set is used to tune hyperparameters. The
splitting ratio used in this paper is 0.8 of the total available data for the training set,
0.1 of the total available data for the validation set, and 0.1 of the total available
data for the test set. Some studies suggest that it may be possible to use only
training and test sets and neglect the validation set when we have limited data [76].
In that case, hyperparameters are tuned by the test set, where the test set is also
used to compare the performance. We do not prefer this case since the test set
should be kept separated for the last process, and the ANN algorithms should have
no prior knowledge before being tested [77, 78].

5. Numerical results

In this section, we present several numerical experiments to illustrate the capa-
bility of our proposed algorithm and computational framework. All the numerical
experiments are computed by the program built by employing Scikit [64] for linear
algorithms and TensorFlow with Keras wrapper [70, 71] for nonlinear algorithms.
Moreover, the presented results are also computed by the JMP platform (SAS) [24]
to verify our results. The continuous regression for the predicted values is mainly
used for Section 5.1 to find the optimal penalty parameter for the elliptic problem
in each case. Thus, the performance of the linear and nonlinear regression AN-
N are compared in this section. For Section 5.2, the binary classification for the
predicted values is used to find the optimal penalty parameter for Biot’s equation
in each case. Here, the performance of the linear logistic regression and nonlinear
classification ANN methods are compared.
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5.1. Effect and optimal choice of interior penalty parameter for elliptic
equations. First, we study the effect and optimal choice of the interior penalty
parameter 3 by considering the simplified elliptic equation of the flow problem (1).
We obtain the following simplified elliptic equation by assuming that the pressure
does not depend on the time and u (o = 0).

(35) -V - (kVp) =g in Q.

We note that gravity (g) is neglected for simplicity, and g is the source/sink term. In
each of the following problems, we compare the performance of the linear regression
and nonlinear regression ANN, where the predicted values are continuous.

5.1.1. The effect of a polynomial degree approximation (k). Before we em-
ploy the machine learning algorithm presented in Section 4, we investigate the effect
of the polynomial degree approximation on the penalty parameter. We illustrate
the effect of a polynomial degree approximation on the choice of optimal 8 using
different linear solvers (direct or iterative solvers) and discretization schemes. Here,
different discretization schemes indicate the options for choosing IIPG (6 = 0) or

SIPG (6 =1).
For this case, we set the exact solution in Q = [0,1]* as
(36) p(x,y) = sin(z +y),

and k (k := xI) has different values in a range of [1.0 x 1078, 1.0]. Furthermore,
homogeneous boundary conditions are applied to all boundaries. In particular, we
study the five different k values (1, 2, 3, 4, and 5), and each case is tested by a
different combination of linear solvers and #. The detailed algorithm is presented
in Algorithm 1.

Algorithm 1: Investigation procedure for the elliptic problem

Initialize the data set of k that used in the investigation
for i < n,, where n, is the size of the specified data set k, do
Assign k := ks [i] I, 8 := By, where 8y = 100.00, and h := hg, where
ho =6.25 x 1072
while error convergence rate is optimal do
Update 3 := 0.99 x 3 {Except the first loop}
for j < ny, where n, = 6 do
Solve (35) and compute the error
Calculate error convergence rate
Update h :=0.5 x h
end for
end while
return [, this § is the smallest, which the optimal error convergence rate
can be observed.
end for

The main idea of this algorithm is that we reduce the § values (1% by each test)
until the optimal error convergence rate is no longer guaranteed. Thus, in other
words, we focus on finding the smallest § that ensures the optimal convergence
rate. Here, the optimal convergence rate is obtained by six computation cycles on
uniform triangular meshes, where the mesh size h is divided by two for each cycle.
The behavior of the H'(2) semi-norm errors for the approximated solution versus
the mesh size h is checked.
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The results presented in Table 1 show that the lowest (optimal) S values for
SIPG, (6 = 1) for each case, are higher than those for IIPG (§ = 0). Besides,
the smallest 3 values increase as k increases. However, the choice of linear solver,
either direct or iterative solver, did not influence the results. These computations
are implemented by using FEniCS [79], and the direct solver used in this problem
is the lower-upper decomposition (LU). In contrast, the conjugate gradient (CG)
method with the algebraic multigrid methods (AMG) method preconditioner [80]
are employed for an iterative scheme.

TABLE 1. The lowest 8 value that provides the optimal error con-
vergence rate solution with different k, 6, and linear solver.

SIPG (f =1) ITPG (6 = 0)
k ["divect solver | iterative solver | direct solver | iterative solver
1 1.11 1.11 0.83 0.83
2 2.80 2.80 2.74 2.74
3 5.79 5.79 5.68 5.68
4 9.99 9.99 9.79 9.79
5 14.97 14.97 14.67 14.67

5.1.2. Effect of interior penalty parameter for linear solvers and optimal
choice by employing machine learning algorithms. However, it is observed
that the choice of S values significantly impacts the number of iterations for the lin-
ear solver. Figures 4 and 5 illustrate the number of iterations of the linear solver for
SIPG and ITPG, respectively. In the beginning, the number of iterations decreases
when S decreases, but when 3 approaches zero, the number of iterations increases
dramatically. Subsequently, the solver becomes unstable and doesn’t converge to
the solution.

Thus, we confirmed that the linear solvers’ choice of 5 is essential. To be precise,
if 3 is too large, the iteration number is high, but also, the too-small value of 8 can
cause a high number of iterations and, more importantly, non-convergence.

To find the optimal S for the iterative solver, we need to consider 3, which
requires a minimum of the linear solver iteration, provides stable solutions, and
ensures optimal error convergence rate. Hence, we first identify the parameters
that impact the number of iterations (dependent variables) by employing the chi-
squared test [64]. Table 2 illustrates the test results, and p-values for each variable
are presented. We note that 6, 5, h, and k have a p-value of less than 0.025;
therefore, we include these variables as independent variables for further predictive
model development. The k, however, does not affect the results since x is included
in a coefficient of the penalty term as shown in (21).

Subsequently, from the results in Table 2, we employ the linear and nonlinear
machine learning algorithms that were presented in Section 4 to find the optimal
choice of 8, which ensures both the minimum iteration number for the linear solver
and optimal convergence rate (stability). To elaborate, we want to find a range of /3
that could guarantee stability, see Table 1, while utilizing the minimum number of
iterations. Figures 4 and 5 present the number of iterations with different 8 within
various range of k. The number of iterations highly depends on the linear solver
with different x values in the lower-order cases.

In this problem, we have a total of 182,881 data sets (all the values we plot
on Figures 4 and 5). As discussed in both sections 4.1 and 4.2, the data sets are
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because we conducted runs with various values of « for each 8. The
linear solver significantly influences the number of iterations, espe-
cially in lower k cases, where different x values play a crucial role.
However, the impact of x becomes less prominent as k increases.

TABLE 2. p-value results for each explanatory variable for the el-
liptic equation.

Variable | p-value
0 ~ 0.00
K ~ 1.00
B ~ 0.00
h ~ 0.00
k ~ 0.00

775

split by training, validation, and test sets using the splitting ratio [0.8,0.1,0.1].
Thus, the number of training sets, validation sets, and test sets are 0.8 x 182, 881,
0.1 x 182,881, and 0.1 x 1828, 81, respectively. We use the training set to train

the linear and nonlinear machine learning algorithms.

comparing performances between the linear and nonlinear algorithms.

The validation set is for
tuning the hyperparameters for the nonlinear ANN models, and the test set is for

First, we begin with the linear algorithm by building the multi-variable regression

[64] as follows:

(37)

number of iteration = g+ X @ + 792 X B+ 73 X h + 4 x k,
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FIGURE 5. Number of linear iterative solver of IIPG for (a) k = 1,
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and standard deviation (+ 1 SD) of each number of iterations; see
(d) for an explanation. We observe that each § variability arises
because we conducted runs with various values of « for each 3. The
linear solver significantly influences the number of iterations, espe-
cially in lower k cases, where different x values play a crucial role.
However, the impact of x becomes less prominent as k increases.

where 79 = 16.93, 71 = —1.11, v = 0.21, 73 = —9.85, and 4 = 0.02. These
parameters provide the minimum value (< 1 x 10~%) of MSE value (28). Then, we
obtain the r? and explained variance score (EVS) as

(38) r2=0.60 and EVS = 0.60,

by (29) and (32) as expalined in section 4.

Secondly, to compare the above linear algorithm with the nonlinear ANN algo-
rithm, we construct the nonlinear ANN algorithm by using four inputs (6, 8, h, and
k and one output (number of iteration) as presented in Figure 6. For simplicity,
we assume each hidden layer has the same number of neurons, and the Rectified
Linear Unit (ReLU) is used as an activation function for each hidden layer neuron.
ADAM [75] is used to minimize the loss function, which is MSE (28) in this case.

Table 3 illustrates that the MSE of the validation set is generally decreased as
Ny, and N,, are increased. Since we observe that the neural network performance
is not significantly improved when Nj; > 2 and N,, > 80, which shows the sign of
overfitting, we choose Np; = 2 and N,, = 80 for the test set. Then, the final results
for the nonlinear ANN algorithm give

(39) r? =0.98 and EVS = 0.98.
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Input Layer Hidden Layer Output Layer

H,y

number of iteration

FIGURE 6. Neural network architecture used for the elliptic prob-
lem with the exact continuous solution. The number of hidden
layers, Np;, and the number of neurons for each hidden layer, N,,,
are used as the sensitivity analysis parameters. H; and H,, repre-
sent the numbering of each neuron in each hidden layer.

TABLE 3. Elliptic equation with the exact continuous solution:
Mean squared error (MSE) values of the validation set for different
number of hidden layers Np; and different number of neurons per

layer N,,.
N,
110 20 40 80
Nu
2 4.27 1 1.41 | 1.20 | 0.95
4 221|143 ]2.13 | 1.58
8 3.60 | 1.74 | 1.60 | 0.98

By comparing (38) and (39), we note that the results from the nonlinear ANN (39)
illustrate the significant improvement of the prediction performance as the 2 and
EVS are improved from the linear algorithm (multi-variable linear regression) (38)
significantly.

5.1.3. The effect of the continuity of the solutions and a heterogeneous
coefficient. Next, we investigate the effect on the choice of optimal 8 by the
continuity of the solutions, heterogeneity of k, and 6 values. In most realistic
scenarios, these material parameters are discontinuous, and the interior penalty
scheme will provide an accurate solution with locally conservative flux [81, 54].

For the continuous solution, we take the same exact solution (36) as used in
section 5.1.1. However, in this example, we choose the heterogeneous coefficient by
setting:

(40) K := ksin(x + y)I.
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Next, for the discontinuous solution, we set the exact solution in Q = [0, 1]1 as:

2.00—L if £ < 0.5,
(41) Ko + K1
p =
% — 1
Cr-Drotrm o g5
Ko + K1

where k1 and ks represent multiplied coefficients for the 0 < z < 0.5 and 1.0 > z >
0.5 subdomains, respectively. Here, k1 # kg, and k1 and ko have the same range
of [1.0,1.0 x 10718]. Then & for the discontinuous solution is

{mI if 0.0 <2 < 0.5,
R =

(42) .
kol i 1.0>x>0.5.

Subsequently, the boundary conditions are applied as follows:

{0.0 at z = 0.0,
p =

43
( ) 1.0 atx=1.0.

To find the optimal 3, which provides the optimal error convergence rate, we
employ the Algorithm 1. In this case, we set £ = 1 but vary the choice of linear
solver, 6, and the exact solutions (continuous/discontinuous). The optimal 3 results
are shown in Table 4. The results of SIPG illustrate the similarity between the
continuous and discontinuous solutions. The results of IIPG, however, show a
discrepancy as to the lowest 8 values that provide the optimal convergence rate
solution, which are different between the continuous and discontinuous solutions.
The type of solver, direct and iterative solvers, does not influence the results.

TABLE 4. The lowest 8 value that provides the optimal conver-
gence rate solution with a different type of exact solution (con-
tinuous or discontinuous), , and linear solver. Note that k is
heterogeneous, and k = 1.

SIPG 1IPG
exact solution direct solver | iterative solver | direct solver | iterative solver
continuous (36) 1.11 1.11 0.83 0.83
discontinuous (41) 1.11 1.11 0.89 0.89

5.1.4. Effect of interior penalty parameter for linear solvers and optimal
choice by employing machine learning algorithms. Similar to the results
for the continuous solution presented in the previous section 5.1.2, the choice of
[ influences the number of linear iterative solvers significantly, as illustrated in
Figure 7. In short, when [ is increased, the number of iterations increases, while
the number of iterations increases sharply before the solution becomes unstable.

To predict the optimal S for the iterative solver, we employ a similar approach
that was used for the continuous solution in section 5.1.2. First, we evaluate each
independent variable using the chi-squared test. In this example, we have a total
of 57,835 data points. The result for the chi-squared test is provided in Table 5. It
is observed that 6, 5, and h have a p-value of less than 0.025. Hence, we include
these variables as independent variables for further predictive model development.
Then, the developed multi-variable regression [64] reads:

(44) number of iteration = a+y; X 0 + 2 x 8+ 3 X h,
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FicURE 7. Number of iterations for linear iterative solver with
heterogeneous k. (a) and (b) are the results for the continuous
solution (36) by using SIPG and ITPG, respectivley. (c) and (d)
are the results for the discontinuous solution (41) by using SIPG
and ITPG, respectivley. Note that each line represents a different
value of x for the continuous solution, and x; and ko for the dis-
continuous solution. The error bar shows the mean and standard
deviation (+ 1 SD) of each number of iterations; see (d) for an
explanation. We observe that the variability in each [ arises be-
cause we conducted runs with various values of k for each 3. The
linear solver significantly influences the number of iterations, espe-
cially in lower k cases, where different s values play a crucial role.
However, the impact of k becomes less prominent as k increases.

TABLE 5. Elliptic equation with the exact discontinuous solution:
p-value results for each explanatory variable.

Variable | p-value
0 ~ 0.00
Ko ~ 1.00
K1 ~ 1.00
3 ~ 0.00
h ~ 0.00

where a = 19.59, v = —0.86, 72 = 0.42, and y3 = —19.51. Similar to the previous
equation (37), these parameters provide the minimum value (< 1 x 10~%) of MSE
value (28). Other processes, including the splitting technique and optimization
solvers, are the same as those utilized in the previous model. Finally, the r? and
EVS obtained for this method is

(45) r? =0.84, and EVS = 0.84.
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Next, to compare the above results by the nonlinear ANN algorithm, we con-
struct the ANN model using three inputs (6, 5, and h) and one output (number
of iterations) as shown in Figure 8. The number of hidden layers (Np;) and the
number of neurons (N,,) are used for tuning the hyperparameters. ReLU is used
as an activation function for each hidden layer neuron. ADAM and MSE (28) are
employed for the minimization method and loss function, respectively.

Input Hidden Output
layer layer layer
Hy

number of iteration

FIGURE 8. Neural network architecture used for the elliptic prob-
lem with the exact discontinuous solution. The number of hidden
layers, Np;, and the number of neurons for each hidden layer, IV,,,
are used as the sensitivity analysis parameters. H; and H,, repre-
sent the numbering of each neuron in each hidden layer.

Table 6 presents that the MSE of the validation set is decreased as Np; and N,
are increased until Ny; = 8 and N,, = 40. Hence, we select Np; = 8 and N,, = 40
for the test set. Then, we obtain the following final results

(46) r? =0.98, and EVS =0.98.

The above results from the nonlinear ANN algorithms outperform the linear multi-
variable regression (45). From the results of the section 5.1, we can infer that
the performance of the nonlinear approximation algorithm is better than the linear
one; as a result, the relationship between the number of iterations and its dependent
variables is nonlinear.

TABLE 6. Elliptic equation with the exact discontinuous solution:
Mean squared error of the validation set for different number of
hidden layers Np; and different number of neurons per layer IN,,.

Np
Nii 10 20 40 80
2 5.49 | 1.57 | 3.16 | 1.67
4 1.93 | 1.53 | 1.71 | 1.63
8 1441234 | 1.43 | 1.56
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5.2. Effect and optimal choice of interior penalty parameter for Biot’s
equations. In this example, we aim to investigate the effect of the interior penalty
£ on the solution quality of Biot’s equations, where the elliptic flow equation is
coupled with the solid mechanics as described in Section 3.2. However, employing
DG approximation for the flow equation eliminates any spurious oscillations that
are observed when the continuous Galerkin (CG) is used (especially at material
interfaces where a large conductivity (k) contrast is located) as presented in [55,
58], the quality of DG solutions may be influenced by the choice of 8. Thus, we
employ the machine learning algorithm to find the optimal choice of 5 to avoid any
instabilities upon the given physical and numerical parameters. In the following
problems, we compare the performance of the linear logistic regression and nonlinear
classification ANN, where the predicted values are binaries.

In the computational domain £ = [0, 1]1, the geometry and boundary conditions
are shown in Figure 9a. Here, K is defined as:

I if0.0<x<0.5
(47) o= T BEY ST,
kol if 1.0 > x > 0.5,
and we define the ratio between ko and ki as
K2
48 mult *— -
(48) Fomutt 7=

5.2.1. Effect and optimal choice of interior penalty parameter for Biot’s
system. In this section, we study the optimal choice of interior penalty parameter
B on the solution for Biot’s system. The physical parameters are set as p = 1076
kPa.s, p = 1000 kg/m?, K = 1000 kPa, K, ~ oo kPa, which leads to a ~ 1, and
v = 0.25. In addition, we note that x; = 107"?m? and xy = 107'%m?, and Lamé
coefficients A\; and p; are calculated by the following equations:

_ 3Kw and 1 = 3K (1 — 2v)
T 1t M= 010

The numerical parameters are given as h = 0.05 m and At™ = 1.0 sec and the
boundary conditions are set to op = [0,1] kPa and pp = 0 Pa. In addition, LU
direct solver and SIPG (6 = 1) are used to solve the discretized system.

To motivate our work, for example, the numerical simulation results by com-
paring 8 = 1.1 and 8 = 50.0 are presented in Figure 9b. Figure 9b illustrates
that the choice of  can lead to different results in pressure solution, i.e., in the
case of = 1.1, the pressure solution exhibits no spurious pressure oscillations. In
contrast, the oscillations appear when 8 = 50.0. Note that when 3 is too small,
the solution may also become unstable, as illustrated in the previous section for
the elliptic problem and discussed in [55] for Biot’s equations. Thus, seeking the
optimal penalty coefficient is crucial to obtain an accurate solution.

Next, we investigate the optimal choice of 8 by varying the physical parameters
using the procedure illustrated in Algorithm 2. The ranges of the input values
for all the test cases are given as; x; = [1.0 x 10714,1.0 x 1078], ko = [1.0 x
10717,1.0 x 1071, Kppesr = [1.0 x 1078,1.0 x 10Y], B = [4.5 x 1072,2.0 x 1078,
and h = [7.8 x 1073,6.25 x 1072].

To determine the quality of the numerical solution, if the approximated solution
is stable and smooth with no spurious pressure oscillations, we denote it as ‘good.’
On the other hand, if we observe any spurious pressure oscillations from the non-
stable approximated solution, we denote it as ‘bad.” Thus, in this case, we utilize

(49) Al
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(b)
(a) 6.1 = dp
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FIGURE 9. (a) Geometry and boundary conditions used in Biot’s
equations study and (b) pressure results for an example of the
effect of 5 on the solution quality.

the bool type variable BOOL_QUALITY for binary classification in which 1 indicates
‘good’ and 0 indicates ‘bad.’

Algorithm 2: Investigation procedure for Biot’s equations

Initialize sets of each variable; BOOL_QUALITY, K, Kmuit, h, and 3
for ¢ < n,,, where n,, is the size of the specified x; list do
Assign k1 =k [1] I
for j < ny,, .., where n, . is the size of the specified Ky list do
Assign Ko = Kpmuit 4] X K1
for k < ny, where ny, is the size of the specified h list do
Assign h := h[k]
for | < ng, where ng is the size of the specified 3 list do
Assign 8 := 8]l
Solve the coupled Biot’s system: (20) and (25).
if linear solver converges then
if spurious nonphysical oscillation is detected then
BooL_QuALiTY =0
else
BooL_QuALiTy =1
end if
else
BooL_QuaLiTy =0
end if
end for
end for
end for
end for

Like the previous sections, we begin with the chi-squared test to find the statisti-
cally significant explanatory variables. In total, we have 14,141 cases (data points)
with 3,927 ‘good’(BOOL_QUALITY = 1) solutions and 10,214 ‘bad’(BOOL_QUALITY
= 0) solutions. The chi-squared test result is presented in Table 7, and it shows
that all variables, k1, k2, Kmuit, and h, have p-value less than 0.025. Therefore,
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these variables are included as independent variables to develop the following pre-
dictive models. As discussed in both sections 4.1 and 4.2, the data sets are split by

TABLE 7. Biot’s equations: p-value results for each explanatory variable.

Variable | p-value
K1 ~ 0.00
K2 ~ 0.00

Kmult ~ 0.00
3 ~ 0.00
h ~ 0.01

training, validation, and test sets using the splitting ratio [0.8,0.1,0.1]. We employ
the training set to train the linear and nonlinear machine learning algorithms. The
validation set is for tuning the hyper-parameters for the nonlinear ANN models,
and the test set is for comparing performances between the linear and nonlinear
algorithms.

First, the multi-variable logistic regression [64] is defined as:
(50)
lo PO =1) + 71 X K1+ 72 X Kg + 73 X +y X B+ xh

T N AN = K/mu L 9

e\12 (P(O =1)) Yo N 1T 72 2 T3 It T 74 s

where
1, ifP(O=1)>05

G1) S NS
0, ifP(O=1)<0.5.

Here, 79 = —1.19, 77 = —0.06, v2 = 0.68, v3 = 5.55, 74 = —5.49, and ~5 = 0.32.
These parameters provide the minimum value (< 1 x 107%) of BCE value (33).

After applying the algorithm explained in the section 4 and 4.1, the computed
accuracy (34) of the logistic regression model is

ACC = 0.80,

and the confusion matrix is presented in Table 8. In table 8, we observe that the
number of ‘false positives’ is much higher than that of ‘false negatives,” which may
result in the bad solution obtained from the finite element model. When our model
creates a 'false positive,” we expect the simulation results to be stable and contain
no oscillation; however, the solution quality is bad.

TABLE 8. Biot’s equations: Confusion matrix of the logistic re-
gression for the test set.

Test set values

total test set = 1415 Good (1) [ Bad (0)
Good (1) 172 210
Predicted values [JBaq (0) 74 959

Secondly, we develop the classification ANN model utilizing five inputs (K1, K2,
Kmuit, 3, and h) and one output (BOOL_QUALITY)as shown in Figure 10 for this
problem. Table 9 illustrates the result for hyperparameters tuning, and it illustrates
that the ANN predictive performance is improved as Np; and N, are increased
up until Np; = 4 and N,, = 80. Hence, we use Ny; = 4 and N,, = 80 to set the



784 S. LEE, T. KADEETHUM, AND H. NICK

TABLE 9. Biot’s equations: Accuracy of the validation set for dif-
ferent number of hidden layers Np,; and different number of neurons
per layer N,,.

N 10 20 40 80 | 120

2 0.8910.93|0.93|0.93]0.92
4 0.8910.93(0.93]0.93]0.93
8

Ny

0.8810.92(0.93|0.93]0.93
16 0.7310.73 | 0.73 | 0.27 | 0.27
32 0.7310.73]0.73|0.73 ] 0.73

Input Hidden Ouput
layer layer layer

BooL_QuAvLiTy

FI1GURE 10. Neural network architecture used for Biot’s equation.
The number of hidden layers, Ny;, and the number of neurons for
each hidden layer, N,,, are used as the sensitivity analysis param-
eters. Hy and H,, represent the numbering of each neuron in each
hidden layer.

hyperparameters, and we compare the nonlinear classification ANN and the logistic
regression models’ performance. Here, ReLU is used as an activation function for
each neuron of the hidden layer, and the Sigmoid activation function is used for
the output layer. ADAM and BCE (33) are employed for the minimization method
and loss function, respectively.

Finally, the computed accuracy value (34) of the nonlinear classification ANN
using the above test set is

ACC =0.93.

We note that this value is much higher than that of the logistic regression model.

Furthermore, the number of ‘false positive’ cases presented in Table 10 is much
lower than that of the linear logistic regression algorithm. This characteristic helps
to prevent the finite element model from producing bad-quality simulation results,
as discussed previously.
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TABLE 10. Biot’s equations: Confusion matrix of the artificial
neural network (ANN) for the test set.

Test set values

total test set = 1415 Good (1) [ Bad (0)
Good (1) 367 15
Predicted values [JBaq (0) 72 961

We note that one can leverage input features, including parameters like x and/or
k, or any other pertinent parameters inherent in our system, to deduce optimal val-
ues for 5. This capability stems from the inherent flexibility of neural networks
as versatile non-linear mapping tools. In this context, we have demonstrated this
proficiency by showcasing the neural network’s capacity to infer two distinct types
of quantities. Firstly, it can predict the number of iterations, a continuous variable,
emphasizing the network’s adaptability to capture nuanced relationships. Addi-
tionally, it excels in predicting a boolean quantity, representing solution quality
as either good or bad, thereby underscoring its effectiveness in handling discrete
variables associated with solution evaluation.

5.2.2. Application of the optimal choice obtained from the trained model
with different settings of the material parameters. In this final section, we
test the optimal choice of 8 obtained from the trained ANN model in the previous
section with the different settings of the material parameters. Thus, the objective
is to illustrate the capabilities of our computational framework by applying the
trained model (see Figure 10) to different settings, which is often required in realistic
scenarios with the uncertainty of the data.

We derive an optimal 5 from a model previously trained in Section 5.2.1. This
exemplifies the potential of extending the trained model to diverse settings. To ex-
pound on this, our input features remain consistent with those employed in Section
5.2.1, encompassing K1, Ko, the ratio between k1 and ko, 8, and h. The output of
interest is the Boolean Quality, denoting whether the solutions are categorized as
good or bad.

In essence, determining an optimal S hinges on the resultant Bool Quality; if a
specific 8 yields a Bool Quality of ’good,” we classify that particular 8 as optimal
in this context. This approach allows us to identify and emphasize the effectiveness
of certain 3 values in producing desirable outcomes, contributing to a nuanced
understanding of the model’s performance across

Here, we assume that we have a new and different heterogeneity in the per-
meability value ko and the Biot’s coefficient «, and our trained ANN model has
no prior knowledge. The geometry of the domain and the boundary condition-
s used in this example are shown in Figure 11. In this example, ko values are
[9.36 x 10714,9.57 x 107 15] and o = [0.4,0.6, 0.8, 1.0]. Other parameters are similar
to those of the previous example.

The results (pressure values) are shown in Figures 12 and 13 for ¢t = 20 and
t = 120, respectively. Each time has a total of eight cases (with the choice of o and
K2). Using the optimal § values from the trained ANN model from the previous
section with different heterogeneity still provides good predictions for the pressure
values without any spurious oscillations. We note that some oscillations in these
figures are due to interpolation from unstructured mesh to structured mesh for
plotting purposes.
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FIGURE 11. Geometry used to test an application of the optimal
choice obtained from the trained model with different settings of
the material parameters.
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FIGURE 12. Pressure values for the eight different cases with dif-
ferent ko and « values at t = 20s.

When confronted with applying the framework to a problem devoid of a known
true solution, two avenues exist to explore this challenge. Notably, both approaches
necessitate users to construct a training set for the initial training of NN models.

The first approach aligns with our existing methodology, involving the utiliza-
tion of input featuresnamely, k1, ko, the ratio between k1 and ko, 8, and h to
predict Bool Quality. This maintains consistency with our established framework,
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FIGURE 13. Pressure values for the eight different cases with dif-
ferent ko and « values at t = 120s.

wherein the NN model is trained to anticipate the qualitative outcome of solutions,
categorized as either ’good’ or ’bad.’

Conversely, the second approach deviates by employing input features that ex-
clude 8 but instead focuses on predicting 8 such that the finite element method
(FEM) solution remains stable, devoid of spurious oscillations. This alternative
strategy underscores the framework’s flexibility, showcasing its adaptability to d-
ifferent problem settings and objectives. By shifting the focus to the stability of
the FEM solution, users can gain insights into the behavior of 8 values that con-
tribute to stable outcomes, even in the absence of a ground truth solution for direct
comparison.

We aim to emphasize that beyond utilizing 5 as an input feature, we can harness
the broader spectrum of input features available, including parameters such as k
and/or k, or any other relevant parameters inherent in our system. This expanded
set of inputs empowers us to deduce optimal values for 3, showcasing the remarkable
adaptability of neural networks as versatile non-linear mapping tools.

The inherent flexibility of neural networks is manifested in their ability to seam-
lessly incorporate various input parameters, allowing for a more comprehensive
exploration of the solution space. In our current study, we have illustrated this
adaptability by exemplifying the neural network’s proficiency in inferring two dis-
tinct types of quantities. Firstly, it can predict the number of iterations, a con-
tinuous variable. This highlights the network’s adaptability and underscores its
capacity to capture nuanced relationships within the data.

Furthermore, the neural network excels in predicting a boolean quantity, discern-
ing solution quality as either good or bad. This success underscores its effectiveness
in handling discrete variables associated with solution evaluation. The framework
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thus lays a solid foundation for further extension, demonstrating its applicability
to a wide range of problems. By leveraging a diverse set of input features, our
approach provides a robust and flexible solution, paving the way for addressing
complex challenges across various domains.

6. Conclusions

This paper presents the effect of choosing the interior penalty parameter of the
discontinuous Galerkin finite element methods for the elliptic problems and Biots
systems. The optimal choice of the interior penalty parameter results in stable
solutions, an optimum error convergence rate, and fewer iterations for the iterative
solver, eliminating any spurious numerical oscillation in the approximated solution-
s. We propose nonlinear approximation algorithms, regression, and classification
to predict the optimal choice of the interior penalty parameter. These nonlinear
approximation algorithms outperform the classic linear approximation algorithms.
Our proposed framework can benefit sensitivity analysis, uncertainty quantification,
or data assimilation modeling, where many simulations have to be performed with
different settings, e.g., mesh size, material properties, or different interior penalty
schemes. Moreover, it can be extended to any multiscale multiphysics problems.
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