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FAST NUMERICAL SOLVERS FOR SUBDIFFUSION PROBLEMS

WITH SPATIAL INTERFACES

BOYANG YU, YONGHAI LI, AND JIANGGUO LIU∗

Abstract. This paper develops novel fast numerical solvers for subdiffusion problems with spa-
tial interfaces. These problems are modeled by partial differential equations that contain both
fractional order and conventional first order time derivatives. The former is non-local and approx-

imated by L1 and L2 discretizations along with fast evaluation algorithms based on approximation
by sums of exponentials. This results in an effective treatment of the “long-tail” kernel of subdif-
fusion. The latter is local and hence conventional implicit Euler or Crank-Nicolson discretizations
can be used. Finite volumes are utilized for spatial discretization based on consideration of local

mass conservation. Interface conditions for mass and fractional fluxes are incorporated into these
fast solvers. Computational complexity and implementation procedures are briefly discussed.
Numerical experiments demonstrate accuracy and efficiency of these new fast solvers.

Key words. Caputo and Riemann-Liouville derivatives, fast numerical solvers, fractional order

fluxes, interface problems, subdiffusion, sum of exponentials (SOE).

1. Introduction

Anomalous diffusion happens in many physical, chemical, and biological processes
[7, 8, 30, 33, 37, 44]. It is known that subdiffusion is a measure of cytoplasmic
crowdedness in living cells [44] and anomalous diffusion in cardiac tissues is an
index of myocardial microstructure [7].

Mathematically, subdiffusion is modeled by partial differential equations with
fractional order time derivatives in Caputo, Riemann-Liouville, or other forms [8,
30].

The work in [11] offers a kind of guide to identify some common pitfalls in
fractional-order differential problems. Approximation of fractional derivatives by
polynomial interpolation is the common idea: L1, L2 schemes [30] and fractional
linear multistep methods [25, 26, 27, 28]. [11] also discusses that the effect of the
solution regularity on the accuracy of the numerical scheme for fractional-derivative
problems briefly. Furthermore, because of the non-locality of the fractional-order
operator, nested mesh techniques [14, 10], the fast fourier transform algorithm
[15, 16] and kernel compression scheme [2, 3, 4] are mentioned for a fast, efficient
and reliable treatment of fractional-derivative problems.

The conventional discretization methods applied to the frational partial differ-
ential equations [24, 23, 39, 40, 36, 48] also involve computation for the entire time
period and/or across the whole domain and hence are very expensive. Therefore,
fast PDE numerical solvers have been developed to overcome these disadvantages
[12, 17, 36, 43, 46, 47, 48, 38]. Various techniques have been developed, e.g., ap-
proximation of kernels by sums of exponentials [17, 36, 46], and parallelization in
time [45].

Subdiffusion may happen simultaneously in subdomains that are separated by
spatial interfaces. Time-fractional anomalous diffusion models are used in [13]
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for simulations of transport processes in heterogeneous binary media for which
interface conditions are established. Subdiffusive flow in a composite medium with
a communicating interface has been investigated in [34]. In [42], 1-dim moving
interface problems governed by subdiffusion is investigated. More work can be
found in [9].

However, fast numerical solvers for subdiffusion problems with spatial interfaces
are not yet available in the literature, to the best of our knowledge. There are
well developed numerical methods in [13] for subdiffusion problems with spatial
interfaces and nonlinear terms, but no discussion on fast solvers. Fast solvers are
undoubtedly important for this type of problems. Our paper intends to fill this
gap.

Our fast solvers rely on a special treatment of the convolutional kernel. Specif-
ically, the integral for the Caputo derivative is split as a recent past term and a
history term (the so-called “long-tail”). Based on approximation of the negative
kernel by a sum of exponentials [5, 6], a recurrence formula is established for the
history term and efficient time-marching schemes are developed (See Sections 3 and
5 for details). Moreover, interface conditions are naturally incorporated. It is in-
teresting to notice that similar notion for handling kernels was applied in an early
work on parabolic problems [41].

The rest of this paper is organized as follows. Section 2 describes the governing
equations and interface conditions. Section 3 briefly reviews the L1, L2 temporal
discretizations on graded meshes and then establishes fast evaluation algorithms
based on approximation of negative power kernels by sums of exponentials. Section
4 focuses on spatial discretization using finite volumes. Section 5 develops fast
numerical solvers for subdiffusion problems with spatial interfaces by combining
the implicit Euler or Crank-Nicolson discretization for the conventional 1st order
time derivative with the fast L1 or L2 evaluation algorithms for the fractional
order derivatives. Stability analysis of the direct/fast L1 + back-Euler solvers for
a simplified model is presented in Section 6. Section 7 discusses computational
complexity and implementation of the fast solvers. Section 8 presents numerical
experiments. The paper is concluded with remarks in Section 9.

2. Mathematical Models for Subdiffusion Problems with Spatial Inter-
faces

In essence, such problems involve subdiffusion with different diffusion indexes
in subdomains that are separated by interfaces. For ease of representation, we
consider two 1-dim or 2-dim subdomains Ω1,Ω2 that are separated by one interface
Γ. Specifically, we consider the following governing equations

(1)

{
∂tu− R

0 D
1−α1
t ∇ · (A1(x)∇u) = f1(x, t) in Ω1 × (0, T ],

∂tu− R
0 D

1−α2
t ∇ · (A2(x)∇u) = f2(x, t) in Ω2 × (0, T ],

where Ω = Ω1 ∪ Ω2 is an open bounded connected domain in Rd(d = 1, 2),

(i) The time-fractional indices αi ∈ (0, 1) for i = 1, 2;

(ii) Ai(x) =
[
a
(i)
j,k(x)

]
1≤j,k≤d

, i = 1, 2 are the diffusion tensors that are sym-

metric, bounded, and uniformly positive-definite on Ωi;
(iii) The source terms fi ∈ L2(Ω) for i = 1, 2.
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Note that in Equation (1), R
0 D

α
t u denotes the Riemann-Liouville derivative that

is defined as

(2) R
0 D

α
t u(x, t) =

1

Γ(1− α)
∂

∂t

∫ t

0

u(x, s)

(t− s)α
ds,

where Γ(·) is the Gamma function. Note also that the Caputo derivative is defined
as

(3) C
0 D

α
t u(x, t) =

1

Γ(1− α)

∫ t

0

∂su(x, s)

(t− s)α
ds.

For subdiffusion problems, the time-nonlocal dependence between the flux J
and the concentration gradient with a “long-tail” power kernel is reflected by the
following definition [13, 32, 33]

Ji(x, t) = −R
0 D

1−αi
t (Ai(x)∇u · ni(x)) , i = 1, 2,(4)

where ni(x) is the unit vector normal of ∂Ωi outward to Ωi at point x.
In this paper, we focus on the following time-fractional diffusion equations [20,

21, 29]

(5) ∂tu = R
0 D

1−αi
t ∇ · (Ai(x)∇u) + fi(x, t) in Ωi × (0, T ], i = 1, 2,

subject to the initial and Dirichlet boundary conditions listed below

(6) u(x, 0) = u0(x), x ∈ Ω,

(7) u(x, t) = ub(x, t), x ∈ Γ = ∂Ω.

Furthermore, the interface conditions are posed as, for (x, t) ∈ Γint × (0, T ],
(note Γint = ∂Ω1 ∩ ∂Ω2)

(8) u(x, t)
∣∣
Ω1

= u(x, t)
∣∣
Ω2
,

and

(9) R
0 D

1−α1
t (A1(x)∇u(x, t) · n1(x))

∣∣
Ω1

= R
0 D

1−α2
t (A2(x)∇u(x, t) · n2(x))

∣∣
Ω2
.

For a time-fractional or conventional diffusion equation, u can be understood as
the concentration of some substance. Mass continuity condition is same for these
two types of diffusion equations. Now the definition of flux is different. For the
conventional diffusion, the flux continuity condition reads as

A1(x)∇u(x, t) · n1(x)
∣∣
Ω1

= A2(x)∇u(x, t) · n2(x)
∣∣
Ω2
.

But for subdiffusion problems, we use the fractional order fluxes in Equation (9).
See [13] also.

Recall the relationship between the Caputo and Riemann-Liouville derivatives
reads as [30]

(10) C
0 D

1−α
t u(x, t) = R

0 D
1−α
t (u(x, t)− u(x, 0)) ,

which can be rewritten as
(11)

R
0 D

1−α
t u(x, t) = C

0 D
1−α
t u(x, t) + R

0 D
1−α
t u(x, 0) = C

0 D
1−α
t u(x, t) +

u(x, 0)

Γ(α)
tα−1.

Accordingly, there holds, for i = 1, 2,

R
0 D

1−αi
t (∇ · (Ai(x)∇u)) = C

0 D
1−αi
t (∇ · (Ai(x)∇u)) +

∇ · (Ai(x)∇u(x, 0))
Γ(αi)

tαi−1.

(12)
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3. Time-fractional Derivatives and Fast Evaluation Algorithms

This section briefly reviews the L1 and L2 discretizations of the Caputo derivative
[23, 36, 39, 48]. The negative power kernel in the definition of the Caputo derivative
can be approximated by sums of exponentials (SOE), which lead to fast evaluation
algorithms. The Prony’s reduction algorithm further reduces the numbers of terms
of exponentials needed for approximation.

3.1. Solution Regularity and Graded Meshes. Consider a subdiffusion bench-
mark problem [13]

(13)
du

dt
= −κR

0 D
1−α
t u, in (0, T ], u(0) = u0,

which has the solution u(t) = u0Eα(−κtα) = u0
∑∞

j=0
(−κ)jtαj

Γ(αj+1) , This analytical

solution can be cast into the following form:

(14) u(t) = u1(t) + u2(t), u1(t) =

m∑
j=0

cjt
σj , u2(t) = cm+1t

σm+1 + ξ(t)tσm+2 ,

where cj is a real constant, σj = αj, ξ(t) a continuous function. For the low
regularity part u1(t), we have

(15) |u′1(t)| ≤ Ctα−1, ∀t ∈ (0, T ].

It is important to note that the essential feature of the typical solution of (13) is
that u(t) has an initial layer at t = 0 and u′(t) blows up as t → 0+. The L1 and
L2 formulas for the low regularity part u1(t) will fail on the uniform grid when
σj is small, which leads to a large discretisation error near t = 0 and the error
accumulates globally.

To address this issue, let NT > 0 be the number of temporal partitions. A graded
mesh tn = T (n/NT )

r for n = 0, 1, . . . , NT is applied to L1 and L2 formulas, the
mesh grading r ≥ 1 is chosen by the user. The graded mesh with r = 2, NT = 10
shown in Figure 1 is relatively fine near the initial time. The work in [35, 18] show
clearly how the regularity of the solution and the grading of the mesh affect the
order of convergence.

Figure 1. A graded mesh with r = 2, NT = 10.

3.2. L1 Discretization of Fractional Order Derivatives. The Caputo or
Riemann-Liouville derivative is actually an integral. The L1 discretization of such
an integral is based on a piecewise linear approximation of function u(·) in the
integrand. Assume the time interval [0, T ] has a partition tn = T (n/NT )

r for
n = 0, 1, . . . , NT . Let τn = tn− tn−1, τn,k = tn− tk for n > k ≥ 0, n = 1, 2, . . . , NT .

For convenience, we denote u(tn) as u(n). The piecewise linear approximant is
expressed as

(16) (Π1,ku)(t) = u(k−1) tk − t
τk

+ u(k)
t− tk−1

τk
, ∀t ∈ [tk−1, tk], 1 ≤ k ≤ NT .

Then its derivative is a piecewise constant

(17) (Π1,ku)
′(t) =

u(k) − u(k−1)

τk
, ∀t ∈ (tk−1, tk).
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This implies that, for any tn with 1 ≤ n ≤ NT ,

C
0 D

1−α
t u(tn) =

1

Γ(α)

∫ tn

0

u′(s)

(tn − s)1−α
ds ≈ 1

Γ(α)

n∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

(tn − s)1−α
ds

=
1

Γ(α)

n∑
k=1

u(k) − u(k−1)

τk

∫ tk

tk−1

ds

(tn − s)1−α
=: D1−α

L1 u(n).

Direct calculations of the above simple integrals yield, for 1 ≤ n ≤ NT ,

(18) D1−α
L1 u(n) =

1

Γ(1 + α)

n∑
k=1

u(k) − u(k−1)

τk
(ταn,k−1 − ταn,k).

Accordingly, we approximate the Riemann-Liouville derivative as

(19) R
0 D

1−α
t u(tn) ≈

1

Γ(1 + α)

n∑
k=1

u(k) − u(k−1)

τk
(ταn,k−1 − ταn,k) +

u(0)

Γ(α)
tα−1
n .

3.3. L2 Discretization of Time-fractional Derivatives. Now we consider the
L2 discretization of a time-fractional order derivative based on the quadratic in-
terpolation of u(·) in the integrand. Again, let tn = T (n/N)r for 0 ≤ n ≤ NT ,

tn− 1
2

= tn+tn−1

2 . And τn = tn − tn−1, τn,k = tn − tk, τn− 1
2 ,k

= tn− 1
2
− tk for

n > k ≥ 0, n = 1, 2, . . . , NT . For any t ∈ [tk−1, tk+1], define

(Π2,ku)(t) =u
(k−1) (t− tk)(t− tk+1)

τk(τk + τk+1)
− u(k) (t− tk−1)(t− tk+1)

τkτk+1

+ u(k+1) (t− tk−1)(t− tk)
τk+1(τk + τk+1)

.

Going through similar calculation details, we obtain, for n ≥ 2,
(20)

D1−α
L2 u(

1
2 ) :=

1

Γ(α)

∫ t 1
2

t0

(Π1,1u)
′(s)

(t 1
2
− s)1−α

ds =
τα−1
1

2αΓ(1 + α)
(u(1) − u(0)),

D1−α
L2 u(n−

1
2 ) :=

1

Γ(α)

(∫ t
n− 1

2

tn−1

(Π2,n−1u)
′(s)

(tn− 1
2
− s)1−α

ds+
n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s)

(tn− 1
2
− s)1−α

ds

)
=

1

Γ(α)

(
a(α)n u(n−2) + b(α)n u(n−1) + c(α)n u(n)

+
∑n−1

k=1 a
(α)
n,ku

(k−1) + b
(α)
n,ku

(k) + c
(α)
n,ku

(k+1)
)
,

where
(21)

a(α)n =
1

τn−1(τn + τn−1)

(
− 2

1 + α
τ1+α
n− 1

2 ,n−1
+
τn− 1

2 ,n−1 + τn− 1
2 ,n

α
ταn− 1

2 ,n−1

)
,

b(α)n = − 1

τnτn−1

(
− 2

1 + α
τ1+α
n− 1

2 ,n−1
+
τn− 1

2 ,n−2 + τn− 1
2 ,n

α
ταn− 1

2 ,n−1

)
,

c(α)n =
1

τn(τn + τn−1)

(
− 2

1 + α
τ1+α
n− 1

2 ,n−1
+
τn− 1

2 ,n−2 + τn− 1
2 ,n−1

α
ταn− 1

2 ,n−1

)
,
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and

(22)



a
(α)
n,k =

1

τn−1(τn + τn−1)

(
2

1 + α
(τ1+α

n− 1
2 ,k
− τ1+α

n− 1
2 ,k−1

)

−
τn− 1

2 ,n−1 + τn− 1
2 ,n

α
(ταn− 1

2 ,k
− ταn− 1

2 ,k−1)

)
,

b
(α)
n,k = − 1

τnτn−1

(
2

1 + α
(τ1+α

n− 1
2 ,k
− τ1+α

n− 1
2 ,k−1

)

−
τn− 1

2 ,n−2 + τn− 1
2 ,n

α
(ταn− 1

2 ,k
− ταn− 1

2 ,k−1)

)
,

c
(α)
n,k =

1

τn(τn + τn−1)

(
2

1 + α
(τ1+α

n− 1
2 ,k
− τ1+α

n− 1
2 ,k−1

)

−
τn− 1

2 ,n−2 + τn− 1
2 ,n−1

α
(ταn− 1

2 ,k
− ταn− 1

2 ,k−1)

)
.

Accordingly, the L2 approximation to the Riemann-Liouville derivative is estab-
lished as

(23) R
0 D

1−α
t u(tn− 1

2
) ≈ D1−α

L2 u(n−
1
2 ) +

u(0)

Γ(α)
tα−1
n− 1

2

.

3.4. Approximation of a Negative Power Kernel by Sum of Exponentials.
The computational cost for numerically solving time-fractional PDEs are huge if
the direct L1 or L2 discretization formula is used. Fast evaluation algorithms have
been developed thanks to approximation by a sum of exponentials (SOE) to the
negative power kernel in the definition of the Caputo derivative.

Lemma 1. (Approximation of a negative power by SOE [6]). For any exponent
β ∈ (0, 1), an error tolerance ε ∈ (0, e−1), and a cut-off time δ ∈ (0, 1), there exist
constants L,M, N such that

(24)
∣∣∣t−β − S(t;M,N , L)

∣∣∣/t−β ≤ ε, ∀t ∈ [δ, 1],

whereM, N are usually taken as integers,

(25) S(t;M,N , L) = L

Γ(β)

N∑
j=M+1

ejβLe−ejLt,

(26)



L ≤ 2π

log 3 + β log(cos 1)−1 + log(ε−1)
,

M≥ L−1
(
β−1 log ε+ β−1 log Γ(1 + β)

)
,

N ≤ L−1
(
log(δ−1) + log log(ε−1) + log β + 1

)
.

The number of terms in the sum S(t;M,N , L) may be estimated as

(27) N−M ≤ 10−1(2 log ε−1+log β+2)
(
log(δ−1)+β−1 log ε−1+log log ε−1+2

)
.

Note that the Prony’s algorithm can be used [5, 6] to reduce the number of
terms in S(t;M,N , L). In practical computation, the sum S(t;M,N , L) is usually
split into two sums S(t;M,−1, L) and S(t;−1,N , L). Then we apply the Prony’s
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Table 1. Numbers of exponential terms needed to approximate
the negative power t−0.5.

SOE Reduced SOE

ε
δ

10−2 10−3 10−4 10−2 10−3 10−4

10−3 29 32 35 15 18 21
10−6 87 92 98 26 31 37
10−9 175 183 192 36 44 51

algorithm to S(t;M,−1, L) to obtain a new approximation Sr(t). Finally, we obtain
a reduced approximation

t−β ≈ S(t;−1,N , L) + Sr(t).

Remark 1. The reduction needs several “good” properties, for which details can be
found in [6]. These properties are satisfied in our numerical experiments and thus
the algorithm is stable.

Lemma 2. (Approximation to a negative power by reduced SOE). For any fraction-
al exponent β ∈ (0, 1), an error tolerance ε ∈ (0, e−1], and a cut-off time δ ∈ (0, 1],
according to the Prony’s algorithm and Lemma 1, there exist a positive integer Nexp,
positive constants λj and positive weights θj for j = 1, 2, . . . , Nexp, such that the
relative error

(28)
∣∣∣t−β −

Nexp∑
j=1

θje
−λjt

∣∣∣/t−β ≤ ε, ∀t ∈ [δ, 1].

The effectiveness of the reduction algorithm is demonstrated by Table 1, which
lists the number of terms in the approximation of t−β with β = 0.5. It is obvious
that the latter use much less terms while attaining the same levels of errors.

3.5. A Fast Evaluation Algorithm for the L1 Discretization. Recall the L1
discretization yields

D1−α
L1 u(n) =

1

Γ(α)

n∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

(tn − s)1−α
ds,

which leads to a direct evaluation algorithm stated in (18) that is computationally
expensive, since computation of u(n) for any 1 ≤ n ≤ NT needs to go through the
whole history to the very beginning.

By splitting the above sum into two parts,

D1−α
L1 u(n) =

1

Γ(α)

∫ tn

tn−1

(Π1,ku)
′(s)

(tn − s)1−α
ds+

1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

(tn − s)1−α
ds

=:IR(tn) + IH(tn),(29)

we observe that the recent past term IR(tn) on [tn−1, tn] can still be handled by
the standard L1 approximation as

(30) IR(tn) =
u(n) − u(n−1)

Γ(α)τn

∫ tn

tn−1

ds

(tn − s)1−α
=
u(n) − u(n−1)

Γ(1 + α)τ1−α
n

.

The history term IH(tn) on [0, tn−1] causes the “long-tail” but can be reformulated.
Based on approximation of a negative power kernel by a reduced SOE, a recurrence
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relation formula can be established to significantly reduce the computational cost
of the L1 discretization.

Applying Lemma 2 (approximation of a negative kernel by a sum of exponen-
tials), we obtain

IH(tn) =
Tα−1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)
( tn − s

T

)α−1

ds

≈ Tα−1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

Nexp∑
j=1

θje
−λj(tn−s)/T ds

=
Tα−1

Γ(α)

Nexp∑
j=1

θj

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s) e−λj(tn−s)/T ds.

For convenience, we denote, for 1 ≤ n ≤ NT and 1 ≤ j ≤ Nexp,

(31) ω
(n,j)
FL1 =

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s) e−λj(tn−s)/T ds.

Now we split the above sum and perform direct calculations to obtain

ω
(n,j)
FL1 =

n−2∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s) e−λj(tn−s)/T ds+

∫ tn−1

tn−2

(Π1,n−1u)
′ e−λj(tn−s)/T ds

=e−λj(τn/T )
n−2∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s) e−λj(tn−1−s)/T ds

+

∫ tn−1

tn−2

u(n−1) − u(n−2)

τn−1
e−λj(tn−s)/T ds,

which yields, for 2 ≤ n ≤ NT and 1 ≤ j ≤ Nexp,

(32) ω
(n,j)
FL1 = e−λj(τn/T )ω

(n−1,j)
FL1 +

e−λj(τn/T ) − e−λj(τn,n−2/T )

λj/T

u(n−1) − u(n−2)

τn−1
.

By default, ω
(1,j)
FL1 = 0 for 1 ≤ j ≤ Nexp. As we shall see later, this nice recurrence

relation (or time-marching) formula significantly expedites the L1 discretization of
time-fractional order derivatives.

Now we put all these together to establish a fast L1 evaluation algorithm for the
Caputo derivative.

• For n = 1, the fast algorithm uses the usual L1 evaluation formula

(33) D1−α
FL1 u

(1) =
1

Γ(1 + α)

u(1) − u(0)

τ1−α
1

.

• For n = 2, 3, · · · , NT , we have

(34) D1−α
FL1 u

(n) =
Tα−1

Γ(α)

Nexp∑
j=1

θjω
(n,j)
FL1 +

1

Γ(1 + α)

u(n) − u(n−1)

τ1−α
n

,
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where the auxiliary quantity ω
(n,j)
FL1 satisfies a recurrence formula stated

above but slightly reformulated as below.
(35) ω

(n,j)
FL1 = e−λj(τn/T )ω

(n−1,j)
FL1 +

e−λj(τn/T ) − e−λj(τn,n−2/T )

λjτn−1/T

(
u(n−1) − u(n−2)

)
,

ω
(1,j)
FL1 = 0, ∀1 ≤ j ≤ Nexp.

3.6. A Fast Evaluation Algorithm for the L2 Discretization at the Mid-
point. Similarly, we first split the integral

D1−α
L2 u(n−

1
2 ) =

1

Γ(α)

∫ t
n− 1

2

tn−1

(Π2,n−1u)
′(s)

(tn− 1
2
− s)1−α

ds

+
1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s)

(tn− 1
2
− s)1−α

ds, n ≥ 2

as a recent past term and a history term.
The recent past term can be handled directly and we end up with

(36)
1

Γ(α)

∫ t
n− 1

2

tn−1

(Π2,n−1u)
′(s)

(tn− 1
2
− s)1−α

ds =
1

Γ(α)

(
a(α)n u(n−2) + b(α)n u(n−1) + c(α)n u(n)

)
.

For the history term, we apply the reduced SOE approximation to obtain

1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s)

(tn− 1
2
− s)1−α

ds(37)

=
Tα−1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s)

(
tn− 1

2
− s

T

)α−1

ds

≈T
α−1

Γ(α)

n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s)

Nexp∑
j=1

θje
−λj(tn− 1

2
−s)/T

ds

=
Tα−1

Γ(α)

Nexp∑
j=1

θj ω
(n,j)
FL2 .

where

(38) ω
(n,j)
FL2 =

n−1∑
k=1

∫ tk

tk−1

(Π2,ku)
′(s) e

−λj(tn− 1
2
−s)/T

ds.

Again we split the above sum. Some diligent Calculus exercises yield a recurrence
formula
(39) ω

(n,j)
FL2 = e−λj(τn+τn−1)/(2T )ω

(n−1,j)
FL2 +A

(α)
j u(n−2) +B

(α)
j u(n−1) + C

(α)
j u(n),

ω
(1,j)
FL2 = 0, for 1 ≤ j ≤ Nexp,



440 B. YU, Y. LI, AND J. LIU

where, after introduction of ρj = λj/T ,

(40)



A
(α)
j =

1

ρjτn−1(τn + τn−1)

(
(−τn − 2/ρj)e

−ρjτn− 1
2
,n−1

+(τn,n−2 + τn−1 + 2/ρj)e
−ρjτn− 1

2
,n−2

)
,

B
(α)
j = − 1

ρjτn−1τn

(
(τn−1 − τn − 2/ρj)e

−ρjτn− 1
2
,n−1

+(τn,n−2 + 2/ρj)e
−ρjτn− 1

2
,n−2

)
,

C
(α)
j =

1

ρjτn(τn + τn−1)

(
(τn−1 − 2/ρj)e

−ρjτn− 1
2
,n−1

+(τn−1 + 2/ρj)e
−ρjτn− 1

2
,n−2

)
,

Finally, we obtain a fast evaluation algorithm for the L2 discretization as follows.
(41)

D1−α
FL2 u

(n− 1
2 ) =

T 1−α

Γ(α)

Nexp∑
j=1

θjω
(n,j)
FL2 +

1

Γ(α)

(
a(α)n u(n−2) + b(α)n u(n−1) + c(α)n u(n)

)
,

for n = 2, 3, · · · , NT ;

D1−α
FL2 u

( 1
2 ) =

τα−1
1

2αΓ(1 + α)
(u(1) − u(0)),

4. Spatial Discretization by Finite Volumes

Among many possible choices for spatial discretization, we prefer the node-
oriented finite volume method, which produces locally mass-conservative numerical
solutions. For ease of presentation, we focus on 2-dimensional problems.

4.1. A Primary Triangular Mesh and the P1 Trial Space. Let Ω be a polyg-
onal domain and Th = {K} be a quasi-uniform triangular mesh on Ω, where K rep-
resents a typical triangular element. Let h be the largest diameter of all triangles.
Let Ph be the set of all vertices in the triangular mesh and NP be the number of
vertices.

We use piecewise linear shape functions to form the trial space

(42) Uh = {uh ∈ C(Ω) : uh|K ∈ P1(K), ∀K ∈ Th},

where P1(K) is the space of all linear (first-order) Lagrange polynomials on K. It
is obvious that uh|K is determined by the values at the three vertices. Based on
this, we construct global basis functions ϕj(x) centered at the j-th node for any
1 ≤ j ≤ NP .

For time-dependent problems with a given temporal partition tn = T (n/NT )
r, 0 ≤

n ≤ NT , we consider approximation

(43) u(x, tn) ≈
NP∑
j=1

u
(n)
j ϕj(x).
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For convenience, we formulate u
(n)
j (1 ≤ j ≤ NP ) as a size-NP column vector and

denote it as u
(n)
h .

4.2. The Dual Mesh and Test Space of Constants. For the node-oriented
finite volume methods, the discrete equations are actually established on the dual
volumes. A dual volume is usually a polygon centered at a given node and enclosed
by a zig-zag line segment connecting the midpoints of the adjacent edges. Illustrated
in Figure 2 is a dual volume centered at the node P6, which is adjacent to 5 other
nodes via 5 edges. The dual volume is enclosed by a 10-piece zigzag line segment.

Figure 2. A dual element/volume surrounding a primal node.

The dual mesh consists of all such dual volumes and is denoted as T ∗
h = {K∗

j , j =
1, . . . , NP }, where K∗

j is the small polygon surrounding the j-th node Pj . The test
space is thus defined as

(44) Vh(Ω) = {vh ∈ L2(Ω) : vh|K∗
j
= constant, ∀K∗

j ∈ T ∗
h }.

Equivalently,

(45) Vh(Ω) = Span{ψP ; ∀P ∈ Ph},

where ψP is the characteristic function for K∗
P . In the following, we abbreviate ψPj

to ψj which is the characteristic function for K∗
Pj
.

5. Fast Numerical Solvers for Subdiffusion Problems with Spatial Inter-
faces

This section develops fast numerical solvers for the PDEs in (5) in two dimen-
sions. The conventional first order time derivative will be discretized by the implicit
Euler or Crank-Nicolson methods, whereas the fractional order time derivative is
handled by the L1 or L2 discretization along with fast evaluation algorithms. S-
patial discretization is based on P1-type node-oriented finite volumes. Essentially,
these solvers are time-marching schemes that possess mass and fractional flux con-
tinuity across the interfaces and local mass conservation on dual volumes.

For ease of writing, we define the symbol n inside the integral as the outer unit
vector normal of the integral domain. We integrate both sides of Equation (5) over
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a typical dual volume K∗
P to obtain, for any P ∈ Ph,∫

K∗
P

∂tuhdx =R
0 D

1−α1
t

∫
K∗

P∩Ω1

∇ · (A1(x)∇uh) dx(46)

+ R
0 D

1−α2
t

∫
K∗

P∩Ω2

∇ · (A2(x)∇uh) dx

+

∫
K∗

P∩Ω1

f1(x, t)dx+

∫
K∗

P∩Ω2

f2(x, t)dx

=R
0 D

1−α1
t

NP∑
j=1

uj

∫
∂(K∗

P∩Ω1)

(A1(x)∇ϕj(x)) · nds

+ R
0 D

1−α2
t

NP∑
j=1

uj

∫
∂(K∗

P∩Ω2)

(A2(x)∇ϕj(x)) · nds

+

∫
K∗

P∩Ω1

f1(x, t)dx+

∫
K∗

P∩Ω2

f2(x, t)dx.

As for P ∈ Γint, we combine (46) and (9) to obtain

(47)

∫
K∗

P

∂tuhdx = R
0 D

1−α1
t

NP∑
j=1

uj

∫
∂K∗

P∩Ω1

(A1(x)∇ϕj(x)) · nds

+R
0 D

1−α2
t

NP∑
j=1

uj

∫
∂K∗

P∩Ω2

(A2(x)∇ϕj(x)) · nds

+

∫
K∗

P∩Ω1

f1(x, t)dx+

∫
K∗

P∩Ω2

f2(x, t)dx.

Based on (46) and (47), we derive the following time-fractional system

(48) M
duh

dt
+ R

0 D
1−α1
t (K1uh) +

R
0 D

1−α2
t (K2uh) = f(t),

where M is the mass matrix, corresponding to the first order time derivative term,
K1,K2 are the stiffness matrices derived from the first two terms on the right sides
of (46) and (47), respectively, f(t) is the contribution from the source term, and
uh is a column vector of size NP consisting of the nodal unknowns. Here are some
details for the entries of the above matrices and vectors:

(49) [K1]i,j = −
∫
∂K∗

Pi
∩Ω1

(A1(x)∇ϕj(x)) · nψi(x) ds,

(50) [K2]i,j = −
∫
∂K∗

Pi
∩Ω2

(A2(x)∇ϕj(x)) · nψi(x) ds,

(51) [M ]i,j = ⟨ψi(x), ϕj(x)⟩Ω, [f(t)]i = ⟨ψi(x), f1(x, t)⟩Ω1 +⟨ψi(x), f2(x, t)⟩Ω2 ,

for i, j = 1, . . . , NP . Note that NP is the number of nodes in the chosen triangular
mesh.

Because of the relationship (10), Equation (48) is converted to
(52)

M
duh

dt
+C

0 D
1−α1
t (K1uh)+

C
0 D

1−α2
t (K2uh)+

tα1−1

Γ(α1)
K1u

(0)
h +

tα2−1

Γ(α2)
K2u

(0)
h = f(t).
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5.1. A Fast Solver Based on Back Euler and the Fast L1 Algorithm.
Applying the implicit Euler and L1 discretization to the previous equation, we
obtain

M
u
(n)
h − u

(n−1)
h

τn
+K1 D

1−α1

L1 u
(n)
h +K2 D

1−α2

L1 u
(n)
h +

tα1−1
n

Γ(α1)
K1u

(0)
h(53)

+
tα2−1
n

Γ(α2)
K2u

(0)
h = f (n),

where f (n) = f(tn), and for i = 1, 2,

(54) D1−αi

L1 u
(n)
h =

1

Γ(1 + αi)

n∑
k=1

u
(k+1)
h − u

(k)
h

τk+1
(ταi

n,k − τ
αi

n,k+1).

Furthermore, utilizing the L1 fast evaluation algorithm yields

M
u
(n)
h − u

(n−1)
h

τn
+K1 D

1−α1

FL1 u
(n)
h +K2 D

1−α2

FL1 u
(n)
h +

tα1−1
n

Γ(α1)
K1u

(0)
h(55)

+
tα2−1
n

Γ(α2)
K2u

(0)
h = f (n).

Suppose θj , λj , N1 and ηj , µj , N2 are the reduced SOE parameters for approxi-
mation of tα1−1 and tα2−1, respectively. Then we have, for n ≥ 2,

(56)


D1−α1

FL1 u
(n)
h =

Tα1−1

Γ(α1)

N1∑
j=1

θjv
(n,j)
FL1 +

1

Γ(1 + α1)

u
(n)
h − u

(n−1)
h

τ1−α1
n

,

D1−α2

FL1 u
(n)
h =

Tα2−1

Γ(α2)

N2∑
j=1

ηjw
(n,j)
FL1 +

1

Γ(1 + α2)

u
(n)
h − u

(n−1)
h

τ1−α2
n

,

where v
(n,j)
FL1 ,w

(n,j)
FL1 are auxiliary sequences of NP -dimensional vectors that follow

the following recurrence relations (or time-marching formulas)
(57)

v
(n,j)
FL1 = e−λjτn/Tv

(n−1,j)
FL1 +

e−λjτn/T − e−λjτn,n−2/T

λjτn−1/T

(
u
(n−1)
h − u

(n−2)
h

)
,

for 1 ≤ j ≤ N1,

w
(n,j)
FL1 = e−µjτn/Tw

(n−1,j)
FL1 +

e−µjτn/T − e−µjτn,n−2/T

µjτn−1/T

(
u
(n−1)
h − u

(n−2)
h

)
,

for 1 ≤ j ≤ N2,

and by default (for n = 1),

(58) v
(1,j)
FL1 = 0, for 1 ≤ j ≤ N1, w

(1,j)
FL1 = 0, for 1 ≤ j ≤ N2.

As for n = 1, we have,

(59) D1−αi

FL1 u
(1)
h = D1−αi

L1 u
(1)
h =

1

Γ(1 + αi)

u
(1)
h − u

(0)
h

τ1−αi
1

, i = 1, 2.

Combining (55), (56), and (59), we obtain a fast solver for the fully discrete
system.
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• For n ≥ 2,
(60)(

M +

2∑
i=1

ταi
n

Γ(1 + αi)
Ki

)
u
(n)
h =

(
M +

2∑
i=1

ταi
n

Γ(1 + αi)
Ki

)
u
(n−1)
h + τnf

(n)

−τn
Tα1−1

Γ(α1)

N1∑
j=1

θjK1v
(n,j)
FL1 − τn

Tα2−1

Γ(α2)

N2∑
j=1

ηjK2w
(n,j)
FL1 − τn

2∑
i=1

tαi−1
n

Γ(αi)
Kiu

(0)
h .

Here ταi
n Ki reflects subdiffusion, whereas the first two terms in the 2nd

line demonstrate facilitation by the auxiliary sequences v
(n,j)
FL1 ,w

(n,j)
FL1 .

• For n = 1,

(61)

(
M +

2∑
i=1

ταi
1

Γ(1 + αi)
Ki

)
u
(1)
h =

(
M +

2∑
i=1

ταi
1

Γ(1 + αi)
Ki

)
u
(0)
h

−τ1
2∑

i=1

tαi−1
1

Γ(αi)
Kiu

(0)
h + τ1f

(1).

5.2. A Fast Solver Combining Crank-Nicolson Discretization and the
Fast L2 Algorithm. Now we combine the Crank-Nicolson discretization and the
fast L2 evaluation algorithm to obtain

(62)

Mu
(n)
h = Mu

(n−1)
h + τn

2∑
i=1

Ki D
1−αi

L2 u
(n− 1

2 )

h

−τn
2∑

i=1

tαi−1
n− 1

2

Γ(αi)
Kiu

(0)
h + τnf

(n− 1
2 ),

where for i = 1, 2,
(63)

D1−αi

L2 u
(n− 1

2 )

h =
1

Γ(αi)

(
a(αi)
n u

(n−2)
h + b(αi)

n u
(n−1)
h + c(αi)

n u
(n)
h

)
+

1

Γ(αi)

n−1∑
k=1

(
a
(αi)
n,k u

(k−1)
h + b

(αi)
n,k u

(k)
h + c

(αi)
n,k u

(k+1)
h

)
, ∀2 ≤ n ≤ NT ,

D1−αi

L2 u
( 1
2 )

h =
ταi−1
1

2αiΓ(1 + αi)
(u

(1)
h − u

(0)
h ).

The direct L2 terms can be replaced by the fast L2 evaluation formulas and we
end up with

(64)

M
u
(n)
h − u

(n−1)
h

τn
+

2∑
i=1

Ki D
1−αi

FL2 u
(n− 1

2 )

h

= −
2∑

i=1

tαi−1
n− 1

2

Γ(αi)
Kiu

(0)
h + f (n− 1

2 ).

Let θj , λj , N1 and ηj , µj , N2 be the reduced SOE parameters for approximation
of tα1−1 and tα2−1, respectively. Then we have (for n = 1),

(65) D1−αi

FL2 u
(1)
h = D1−αi

L2 u
(1)
h =

ταi−1
1

2αiΓ(1 + αi)
(u

(1)
h − u

(0)
h ), i = 1, 2.
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But for n ≥ 2,

(66)



D1−α1

FL2 u
(n)
h =

Tα1−1

Γ(α1)

N1∑
j=1

θjv
(n,j)
FL2

+
1

Γ(α1)

(
a(α1)
n u

(n−2)
h + b(α1)

n u
(n−1)
h + c(α1)

n u
(n)
h

)
,

D1−α2

FL2 u
(n)
h =

Tα2−1

Γ(α2)

N2∑
j=1

ηjw
(n,j)
FL2

+
1

Γ(α2)

(
a(α2)
n u

(n−2)
h + b(α2)

n u
(n−1)
h + c(α2)

n u
(n)
h

)
,

where the auxiliary sequences satisfy the following recurrence formulas, for n ≥ 2,
(67) v

(n,j)
FL2 = e−λj(τn+τn−1)/(2T )v

(n−1,j)
FL2 +A

(α1)
j u

(n−2)
h +B

(α1)
j u

(n−1)
h + C

(α1)
j u

(n)
h ,

w
(n,j)
FL2 = e−µj(τn+τn−1)/(2T )w

(n−1,j)
FL2 +A

(α2)
j u

(n−2)
h +B

(α2)
j u

(n−1)
h + C

(α2)
j u

(n)
h .

For n ≥ 2, let

(68)

 v
(n,j)
FL2 = e−λj(τn+τn−1)/(2T )v

(n−1,j)
FL2 +A

(α1)
j u

(n−2)
h +B

(α1)
j u

(n−1)
h ,

w
(n,j)
FL2 = e−µj(τn+τn−1)/(2T )w

(n−1,j)
FL2 +A

(α2)
j u

(n−2)
h +B

(α2)
j u

(n−1)
h ,

we have

(69)

 v
(n,j)
FL2 = C

(α1)
j u

(n)
h + v

(n,j)
FL2 ,

w
(n,j)
FL2 = C

(α2)
j u

(n)
h +w

(n,j)
FL2 .

For n = 1, by default,
(70)

v
(1,j)
FL2 = v

(1,j)
FL2 = 0, for 1 ≤ j ≤ N1; w

(1,j)
FL2 = w

(1,j)
FL2 = 0, for 1 ≤ j ≤ N2.

Combining (64), (65), and (66), we obtain a fast solver expressed as a time-
marching scheme.

• For n = 1,

(71)

(
M +

2∑
i=1

ταi−1
1

2αiΓ(1 + αi)
Ki

)
u
(1)
h =

(
M +

2∑
i=1

ταi−1
1

2αiΓ(1 + αi)
Ki

)
u
(0)
h

−τ1
2∑

i=1

tαi−1
1
2

Γ(αi)
Kiu

(0)
h + τ1f

( 1
2 ),
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• For n ≥ 2,
(72)(

M +

2∑
i=1

τnc
(αi)
n

Γ(αi)
Ki +

τnT
α1−1

Γ(α1)
K1

N1∑
j=1

θjC
(α1)
j +

τnT
α2−1

Γ(α2)
K2

N2∑
j=1

ηjC
(α2)
j

)
u
(n)
h

= Mu
(n−1)
h −

2∑
i=1

τn
Γ(αi)

Ki

(
a(αi)
n u

(n−2)
h + b(αi)

n u
(n−1)
h

)
−τn

Tα1−1

Γ(α1)
K1

N1∑
j=1

θjv
(n,j)
FL2 − τn

Tα2−1

Γ(α2)
K2

N2∑
j=1

ηjw
(n,j)
FL2

−τn
2∑

i=1

tαi−1
n− 1

2

Γ(αi)
Kiu

(0)
h + τnf

(n− 1
2 ),

where v
(n,j)
FL2 ,w

(n,j)
FL2 are the auxiliary sequences defined in (67) and (70).

Observations on subdiffusion and facilitation by auxiliary sequences stated
right after formula (60) apply here as well.

6. Stability Analysis

This section focuses on stability analysis of the direct/fast L1 + back-Euler solver
with the time mesh grading parameter r = 1. Here we consider a simplified model

(73) ∂tu = R
0 D

1−αi
t ∇ · (Ai∇u) + fi(x, t) in Ωi × (0, T ], i = 1, 2,

subject to the zero initial condition

(74) u(x, 0) = 0, x ∈ Ω,

where the diffusion tensors Ai, i = 1, 2 are constants.
Recall the direct/fast L1 discretization operator with a uniform time partition:

For 1 ≤ n ≤ NT ,

D1−α
L1 u(n) =

1

Γ(1 + α)

n∑
k=1

u(k) − u(k−1)

τ
((tn − tk−1)

α − (tn − tk)α)

=
1

Γ(1 + α)

n∑
k=1

u(k) − u(k−1)

τ1−α
((n− k + 1)α − (n− k)α) ,

(75)

D1−α
FL1u

(n) =
Tα−1

τΓ(α)

∫ tn

tn−1

(
tn − s
T

)α−1

ds
(
u(n) − u(n−1)

)
+
Tα−1

τΓ(α)

n−1∑
k=1

∫ tk

tk−1

Nexp∑
j=1

θje
−λj(tn−s)/T ds

(
u(k) − u(k−1)

)
,

(76)

where τ is the time step size. We prove the positive-definiteness of this operator.

Theorem 1. Consider the operator D1−α
L1 defined above with α ∈ (0, 1). For any

positive integer NT and a real vector [g(0), g(1), . . . , g(NT )] ∈ RNT+1 with g(0) = 0,
there holds

(77)

NT∑
n=1

(
D1−α

L1 g(n)
)
g(n) ≥ 0.
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Proof. To simplify writing, we denote

(78) bj = (j + 1)α − jα, j ≥ 0,

(79) ω0 = b0, ωk = −(bk−1 − bk), k ≥ 1.

For n = 0, let

(80) D1−α
L1 g(0) = w0g

(0) = 0.

For n ≥ 1, applying Formula (75) and the fact that g(0) = 0, we obtain

D1−α
L1 g(n) =

1

Γ(1 + α)τ1−α

n∑
k=0

ωkg
(n−k).(81)

Then the following equation holds

(82)

NT∑
n=1

(
D1−α

L1 g(n)
)
g(n) =

NT∑
n=0

(
D1−α

L1 g(n)
)
g(n) =

NT∑
n=0

(
n∑

k=0

ωkg
(n−k)

)
g(n).

One can verify that validity of (77) is equivalent to proof of the positive-definiteness
of matrix

(83) W =



ω0
ω1

2
ω2

2 · · · ωNT

2

ω1

2 ω0
ω1

2

. . .
...

ω2

2
ω1

2

. . .
. . . ω2

2
...

. . .
. . . ω0

ω1

2ωNT

2 · · · ω2

2
ω1

2 ω0


.

It is straightforward to see

bj > 0, j ≥ 0,

1 = b0 > b1 > · · · > bk > bk+1 > · · ·
(84)

and the following property holds

NT∑
k=0

ωk = bNT
> 0, ω0 = 1, ωk < 0, k ≥ 1.(85)

Finally, we obtain

(86) w0 +

NT∑
k=1

wk

2
> 0,

which implies W is positive-definite and the inequality (77) holds. �

Theorem 2. Let D1−α
FL1 be the fast L1 discretization operator with a uniform parti-

tion. Assume the relative error of the reduced SOE approximation ε is sufficiently
small. Then for any positive integer NT and a real vector [g(0), g(1), . . . , g(NT )] ∈
RNT+1 with g(0) = 0, there holds

(87)

NT∑
n=1

(
D1−α

FL1g
(n)
)
g(n) ≥ 0, ∀α ∈ (0, 1).
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Proof. It is similar to that of Theorem 1. According to Formula (76), the fast L1
discretization operator D1−α

FL1 can be formulated in a manner analogous to Equation
(81)

(88) D1−α
FL1g

(n) =
Tα−1

τΓ(α)

n∑
k=0

ωkg
(n−k).

For sufficiently small ε, we apply the Mean Value Theorem to obtain

(89)

NT∑
k=0

ωk > 0, ω0 > 0, ωk < 0, k ≥ 1.

This implies the inequality (87), as expected. �

For the spatial discretization based on finite volumes, we present here new for-
mulations of the direct/fast L1 + back-Euler solvers that are equivalent to the
previous ones but more convenient for analysis. For any test function ψP (charac-
teristic function on K∗

P ), we define

A(D1−α
M u

(n)
h , ψP ) =

∫
∂(K∗

P∩Ω1)

A1

(
D1−α1

M ∇u(n)h

)
· n ds

+

∫
∂(K∗

P∩Ω2)

A2

(
D1−α2

M ∇u(n)h

)
· n ds, M ∈ {L1, FL1},

(90)

where α = (α1, α2). As for P ∈ Γint, we use the interface conditions to obtain

A(D1−α
M u

(n)
h , ψP ) =

∫
∂K∗

P∩Ω1

A1

(
D1−α1

M ∇u(n)h

)
· n ds

+

∫
∂K∗

P∩Ω2

A2

(
D1−α2

M ∇u(n)h

)
· n ds, M ∈ {L1, FL1}.

Let Π∗
h be the projection operator from Uh to Vh defined as

(91) Π∗
huh =

∑
P∈Ph

uh(P )ψP .

The numerical solvers (53)-(55) for the simplified model (73)(74) read as: Seek
uh ∈ Uh such that, ∀ vh ∈ Uh,M ∈ {L1, FL1},

(92)

(
u
(n)
h − u(n−1)

h

τ
,Π∗

hvh

)
+A(D1−α

M u
(n)
h ,Π∗

hvh) = (f (n),Π∗
hvh),

where f (n) = f(x, tn) =

{
f1(x, tn), ∀x ∈ Ω1,
f2(x, tn), ∀x ∈ Ω2.

Theorem 3. For any uh ∈ Uh, the aforementioned finite volume form satisfies

(93)

NT∑
n=0

A(D1−α
M u

(n)
h ,Π∗

hu
(n)
h ) ≥ 0, M ∈ {L1, FL1}.

Proof. Firstly, we define another numerical form as follows. For uh, vh ∈ Uh,

A′(D1−α
M u

(n)
h , vh) =

∫
Ω1

A1

(
D1−α1

M ∇u(n)h

)
· ∇vhdX(94)

+

∫
Ω2

A2

(
D1−α2

M ∇u(n)h

)
· ∇vhdX.
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Then we have

NT∑
n=0

A′(D1−α
M u

(n)
h , u

(n)
h ) =

NT∑
n=0

∫
Ω1

A1

(
D1−α1

M ∇u(n)h

)
· ∇u(n)h dX

+

NT∑
n=0

∫
Ω2

A2

(
D1−α2

M ∇u(n)h

)
· ∇u(n)h dX

=: I1 + I2.

(95)

According to Theorems 1 and 2, it is easy to verify that I1 ≥ 0, I2 ≥ 0. Thus the
following estimate holds

(96)

NT∑
n=0

A′(D1−α
M u

(n)
h , u

(n)
h ) ≥ 0.

For the constant diffusion coefficients A1, A2, the equation A′(D1−α
M u

(n)
h , vh) =

A(D1−α
M u

(n)
h ,Π∗

hvh) holds, see [22]. Finally, we obtain

(97)

NT∑
n=0

A(D1−α
M u

(n)
h ,Π∗

hu
(n)
h ) =

NT∑
n=0

A′(D1−α
M u

(n)
h , u

(n)
h ) ≥ 0,

as claimed. �

Theorem 4. The direct L1 + back-Euler solver for the simplified model (73)(74)
with a uniform temporal partition is unconditionally stable and the numerical solu-
tion uh satisfies

(98) ||u(NT )
h ||0 ≤ Cτ

NT∑
n=1

||f (n)||0.

Proof. For the projection operator Π∗
h, we have the following properties (see [22])

(99) (uh,Π
∗
huh) = (uh,Π

∗
huh) , ∀uh, uh ∈ Uh,

(100) c1||uh||0 ≤ (uh,Π
∗
huh)

1
2 ≤ c2||uh||0, ∀uh ∈ Uh.

Setting vh = 2Π∗
hu

(n)
h in equation (92) with M = L1, we get the following equation

(101)
(
u
(n)
h − u(n−1)

h , 2Π∗
hu

(n)
h

)
+ 2τA(D1−α

L1 u
(n)
h ,Π∗

hu
(n)
h ) = 2τ(f (n),Π∗

hu
(n)
h ).

According to the properties stated in (99)(100), we know(
u
(n)
h − u(n−1)

h , 2Π∗
hu

(n)
h

)
=
(
u
(n)
h ,Π∗

hu
(n)
h

)
−
(
u
(n−1)
h ,Π∗

hu
(n−1)
h

)
(102)

+ c||u(n)h − u(n−1)
h ||20,

where c > 0 is a constant. Summing from n = 1 to NT and using Theorem 3 with
M = L1, we obtain

(103)
(
u
(NT )
h ,Π∗

hu
(NT )
h

)
−
(
u
(0)
h ,Π∗

hu
(0)
h

)
≤ 2τ

NT∑
n=1

(f (n),Π∗
hu

(n)
h ).
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Choose n∗ such that ||u(n
∗)

h ||0 = max1≤n≤NT ||u
(n)
h ||0. Then we have

||u(n
∗)

h ||20 ≤C

(
||u(0)h ||

2
0 + 2τ

n∗∑
n=1

||f (n)||0||u(n)h ||0

)

≤C||u(n
∗)

h ||0

(
||u(0)h ||0 + 2τ

NT∑
n=1

||f (n)||0

)
.

Finally, the numerical solution satisfies

(104) ||u(NT )
h ||0 ≤ ||u(n

∗)
h ||0 ≤ C

(
||u(0)h ||0 + 2τ

NT∑
n=1

||f (n)||0

)
= Cτ

NT∑
n=1

||f (n)||0,

and therefore, the numerical scheme is unconditionally stable. �

Corollary 1. The fast L1 + back-Euler solver for the simplified model (73)(74) with
a uniform temporal partition is unconditionally stable and the numerical solution
uh satisfies

(105) ||u(NT )
h ||0 ≤ Cτ

NT∑
n=1

||f (n)||0.

Remark 2. For more general cases with a nonzero initial condition and/or a graded

time mesh,
∑NT

n=1 τnA(D
1−α
L1 u

(n)
h ,Π∗

hu
(n)
h ) ≥ 0 needs to be proved if the current ap-

proach is adopted. However, this property may not hold in general. New approaches
or techniques need to be developed for future work.

7. Implementation and Computational Complexity of the Fast Solvers

This section provides some details on implementation and computational com-
plexity of our fast solvers. For ease of presentation, we focus on the fast L1 +
back-Euler solver.

7.1. Implementation of the Fast Solvers. Algorithm 1 shown below can be
efficiently executed via vectorial operations in Matlab or C/C++. The linear systems
in (60)(61) can be solved using Matlab built-in solvers or those in popular C/C++
libraries.

Remark 3. For time-fractional problems, graded temporal meshes were proposed
in [18, 35]. In particular, for L1 temporal discretization, the optimal grading pa-
rameter is r = 2−α

α (with α ∈ (0, 1) being the order of the Caputo derivative),
see [35] (Remark 5.6 therein). For L2 temporal discretization, the optimal grading
parameter is r = 3−α

α , see [18] (Remark 4.3 therein). Following these guidelines,
we set αmin = min(α1, α2). Then we set r = (2− αmin)/αmin for L1 discretization,
but r = (3 − αmin)/αmin for L2 discretization. These choices are used in our nu-
merical experiments (reported in Section 8), which indeed demonstrate the desired
convergence rates.

Remark 4. To ensure stability of the L2 formula on a graded mesh, we usually
adopt a modified L2 formula. Given a positive integer N0,

• If n ≤ N0,
(106)

D1−α
L2 u(n−

1
2 ) =

1

Γ(α)

(∫ t
n− 1

2

tn−1

(Π1,nu)
′(s)

(tn− 1
2
− s)1−α

ds+

n−1∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

(tn− 1
2
− s)1−α

ds

)
,
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Algorithm 1 Fast L1 + back-Euler solver

1: Generate a triangular mesh and its corresponding dual mesh on the com-
putational domain. Good-quality triangular meshes can be generated by
distmesh2d (a Matlab package) [31].

2: Compute the mass matrix M and stiffness matrices K1,K2 in formulas (49),
(50), and (51). The 1-point quadrature for triangles and dual edges is accurate
enough for calculation of the integrals in the mass matrix and stiffness matrices.

3: For temporal discretization, choose an integer NT > 0 as the number of steps,
a value for the grading parameter r, an expected accuracy ε = (1/NT )

2, and a
cut-off time σ = τ2/T .

4: Determine the parameter values of Nexp, λj , θj for reduced SOE.

5: Compute the numerical solution u
(1)
h using formula (61). Similarly, the 1-point

quadrature can be used to compute f (1).
6: for n = 2, 3, · · · , NT do

7: Compute two auxiliary sequences of vectors v
(n,j)
FL1 (1 ≤ j ≤ N1) and

w
(n,j)
FL1 (1 ≤ j ≤ N2) using Fomula (57). v

(n,j)
FL1 ←− {v(n−1,j)

FL1 , u
(n−1)
h , u

(n−2)
h }

w
(n,j)
FL1 ←− {w(n−1,j)

FL1 , u
(n−1)
h , u

(n−2)
h }

8: Compute the numerical solution u
(n)
h using Formula (60)

u
(n)
h ←− {v(n,j)

FL1 , w
(n,j)
FL1 , u

(n−1)
h }.

9: end for

• If n > N0,

D1−α
L2 u(n−

1
2 ) =

1

Γ(α)

(∫ t
n− 1

2

tn−1

(Π2,n−1u)
′(s)

(tn− 1
2
− s)1−α

ds+

n−1∑
k=N0+1

∫ tk

tk−1

(Π2,ku)
′(s)

(tn− 1
2
− s)1−α

ds

)

+
1

Γ(α)

( N0∑
k=1

∫ tk

tk−1

(Π1,ku)
′(s)

(tn− 1
2
− s)1−α

ds

)
.

(107)

Note N0 is chosen as a small positive integer (2 or 3) in actual calculations. The
default 16-digit precision of Matlab is insufficient to obtain satisfactory numeri-
cal results for the direct/fast L2 + Crank-Nicolson solver. The specific package
“variable-precision arithmetic”, namely, vpa, has been used for improvement of
calculation accuracy.

7.2. Efficiency of the Fast Solvers. We focus on the solver that combines the
back-Euler and fast L1 algorithm. Consider two subdomains with subdiffusion
exponents α1, α2. We denote

αmin = min(α1, α2), αmax = max(α1, α2).

Recall that NT (first defined in Section 3.1) is the number of temporal partitions.
It is known from the discussion in Section 3 that we need to set the error ε ≤
O((T/NT )

1+αmin). But for practical computation, we choose ε = (1/NT )
2 to obtain

better accuracy. For the (fast L1 + back-Euler) solver, the number of terms needed
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for the reduced SOE approximation follows

Nmax =max{N1, N2}
(108)

≤10−1(2 log ε−1 + 2)
(
logNT + (1− αmax)

−1 log(ε−1) + log log ε−1 + 2
)
.

For ε = (1/NT )
2, we obtain

Nmax ≤ O((logNT )
2).

The fast L1 evaluation algorithm for the Caputo derivative requires O(NP ) op-

erations for v
(n,j)
FL1 for each fixed n (a step in time-marching) and each fixed j (one

term in the reduced SOE) by the recurrence relation formula. The back Euler
method needs O(1) for each time step. Recall the number of spatial nodes is NP .
So the entire fast solver requires only

(109) O
(
NPNT (logNT )

2
)
, O

(
NP (logNT )

2
)
,

for operations and memory/storage, respectively.
As comparison, we point out that the (direct L1 + back-Euler) solver needs

O(NP N
2
T ) for operations and O(NPNT ) for memory/storage.

8. Numerical Experiments

This section presents numerical results for two examples to demonstrate effi-
ciency and accuracy of the fast solvers. Since no exact solutions are known in the
elementary form, we use instead reference (numerical) solutions on very fine meshes
for computation of errors.

All numerical results below are obtained by using Matlab R2023a on a laptop
with AMD Ryzen 5 5600H CPU@3.30GHz and 16GB RAM.

Example 1. For this 1d problem, the two subdomains are Ω1 = (0, 0.5), Ω2 =
(0.5, 1), the interface is the point x = 0.5, T = 1. The PDEs and boundary and
initial conditions are listed below.

(110)


∂tu−D1−0.3

RL uxx = 0.1 t2 in [0, 0.5]× (0, 1],

∂tu− 0.2D1−0.5
RL uxx = 0.2 t2 in [0.5, 1]× (0, 1],

u(0, t) = u(1, t) = 0, ∀t ∈ (0, 1],

u(x, 0) = sin(πx), ∀x ∈ (0, 1).

As discussed in Remark 4, graded temporal meshes are used and values of optimal
mesh grading parameter r are chosen. Specifically for this problem, α1 = 0.3, α2 =
0.5, and hence min(α1, α2) = 0.3.

• r = (2−0.3)/0.3 = 5.66 is chosen for the L1 + back-Euler (L1-BE) solvers;
• r = (3 − 0.3)/0.3 = 9 is chosen for the L2 + Crank-Nicolson (L2-CN)
solvers.

A graded mesh with r = 5.66 is shown in Figure 3. Numerical results in Tables
2,3,4,5 demonstrate the convergence rates of our fast solvers. Figures 4,5 illustrate
effects of the fast solvers for the 1d interface problem.

0 1

Figure 3. The graded mesh for the L1-BE solver.
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Table 2. Ex.1 with back-Euler: L2-norm errors and convergence
rates in space at T = 1.

Direct L1 solver Fast L1 solver
NP NT Error Rate Error Rate
10

50

1.1441× 10−4 − 1.1890× 10−4 −
20 2.6203× 10−5 2.1265 2.7560× 10−5 2.1091
40 5.9708× 10−6 2.1337 6.3450× 10−6 2.1189
80 1.3981× 10−6 2.0944 1.4919× 10−6 2.0885

Table 3. Ex.1 with back-Euler: L2-norm errors and convergence
rates in time at T = 1.

Direct L1 solver Fast L1 solver
NP NT Error Rate Error Rate

50

32 1.5539× 10−2 − 1.3783× 10−2 −
64 7.7970× 10−3 0.9950 7.0623× 10−3 0.9647

128 3.9162× 10−3 0.9934 3.6220× 10−3 0.9634
256 1.9670× 10−3 0.9935 1.8497× 10−3 0.9695

Table 4. Ex.1 with Crank-Nicolson: L2-norm errors and conver-
gence rates in space at T = 1.

Direct L2 solver Fast L2 solver
NP NT Error Rate Error Rate
10

50

1.4265× 10−4 − 1.4267× 10−4 −
20 3.6093× 10−5 1.9827 3.6096× 10−5 1.9827
40 9.0087× 10−6 2.0023 9.0054× 10−6 2.0029
80 2.2699× 10−6 1.9886 2.2604× 10−6 1.9941

Table 5. Ex.1 with Crank-Nicolson: L2-norm errors and conver-
gence rates in time at T = 1.

Direct L2 solver Fast L2 solver
NP NT Error Rate Error Rate

50

32 4.5594× 10−3 − 3.4363× 10−3 −
64 1.0550× 10−3 2.1115 8.1483× 10−4 2.0763

128 2.5084× 10−4 2.0724 2.1304× 10−4 1.9353
256 6.0185× 10−5 2.0593 5.3790× 10−5 1.9857

0 0.2 0.4 0.6 0.8 1
0

0.02

0.04

0.06
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0.12
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0.16

Figure 4. Ex.1: Numerical solution obtained from the fast L1
solver (combined with back-Euler) with NP = NT = 500.

Example 2. We consider a 2d problem on the unit square Ω = (0, 1)2. The
interface is the circle centered at ( 12 ,

1
2 ) with radius 1

4 . In other words, Ω2 =
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Figure 5. Ex.1: Numerical solution obtained from the fast L2
solver (combined Crank-Nicolson) with NP = NT = 50.

Table 6. Ex.2 with back-Euler: L2-norm errors and convergence
rates in time at T = 1.

h ≈ 0.1 Direct L1 solver Fast L1 solver
NT Error Rate Error Rate
32 9.8284× 10−3 − 9.8284× 10−3 −
64 4.7199× 10−3 1.0582 4.7203× 10−3 1.0581
128 2.3027× 10−3 1.0354 2.2998× 10−3 1.0374
256 1.1370× 10−3 1.0181 1.1550× 10−3 0.9936

{(x1, x2)|(x1−0.5)2+(x2−0.5)2 ≤ 0.252}, Ω1 = Ω\Ω2. The final time T = 1. The
PDEs and boundary and initial conditions are as follows.

(111)


∂tu−D1−0.3

RL ∆u = 0.1 t2 in Ω1 × (0, 1],

∂tu− 0.2D1−0.5
RL ∆u = 0.2 t2 in Ω2 × (0, 1],

u(∂Ω, t) = 0, u(x, y, 0) = sin(πx) sin(πy),

For this 2d problem, graded temporal meshes are used also. The choices for the
optimal grading parameter r are the same as those for Example 1. The spatial mesh
shown in Figure 6(b) has 233 triangles, 139 nodes, and a mesh size h ≈ 0.1. Tables
6 and 8 exhibit accuracy of the fast solvers, whereas Tables 7 and 9 demonstrate
significant advantages of the fast solvers over the direct solvers. Figures 7 and 8
illustrate effects of the interface conditions.
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Figure 6. Ex.2: (a) The computational domains; (b) An
interface-fitted triangular mesh.
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Table 7. Ex.2: Comparison of CPU time (in seconds) for direct
and fast L1 solvers.

h ≈ 0.05 Direct L1 solver Fast L1 solver
NT CPU time CPU time

5000 123.19 9.03
10000 465.09 17.64
15000 1020.37 27.32
20000 1794.54 36.60

Table 8. Ex.2 with Crank-Nicolson: L2-norm errors and conver-
gence rates in time at T = 1.

h ≈ 0.1 Direct L2 solver Fast L2 solver
NT Error Rate Error Rate
32 3.3945× 10−3 − 2.5448× 10−3 −
64 7.2219× 10−4 2.2327 5.3769× 10−4 2.2427
128 1.6637× 10−4 2.1179 1.3670× 10−4 1.9757
256 3.9393× 10−5 2.0784 3.4738× 10−5 1.9764

Table 9. Ex.2: Comparison of CPU time (in seconds) for direct
and fast L2 solvers.

h ≈ 0.05 Direct L2 solver Fast L2 solver
NT CPU time CPU time

5000 116.37 11.74
10000 432.79 24.15
15000 934.94 36.14
20000 1632.73 48.12

(a) Solution as a 2d image (b) Solution as a surface

Figure 7. Ex.2: Numerical solution by the L1 + back-Euler fast
solver with NT = 500, h = 0.05.

9. Concluding Remarks

In this paper, we have developed two fast numerical solvers for subdiffusion
problems with spatial interfaces. Such problems are modeled by partial differential
equations that contain both the conventional 1st order time derivative and frac-
tional order time derivatives, in addition to appropriate interface conditions on the
mass and fractional order fluxes. Specifically, the back Euler or Crank-Nicolson
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(a) Solution as a 2d image (b) Solution as a meshed surface

Figure 8. Ex.2: Numerical solution by the L2 + Crank-Nicolson
fast solver with NT = 50, h = 0.05.

discretization is used for the conventional 1st order time derivative, whereas the L1
or L2 discretization along with their fast evaluation algorithms are utilized for the
Caputo derivative in the model. Procedures for efficient implementation of these
solvers are briefly discussed. Numerical experiments have demonstrated accuracy
and efficiency of these new fast solvers.

It can be proved that our fast solvers are unconditionally stable by establishing
positive-definiteness of the fast L1 discretization operator. The closeness of the
direct and fast L1 discretization operators can also be established and then utilized
to prove the convergence of our fast solver. Due to page limitation, the analysis
details are omitted.

We point out that the L2-1σ discretization [1] cannot be used for such problems,
although it has a high order truncation error O((1/NT )

3−α). Since the intermediate
time moments are tk+σ with σ = 1− α

2 , the temporal time nodes will be different
for different spatial domains separated by interfaces.

Nevertheless, the methodology developed in this paper can be applied to nonlin-
ear problems, e.g., the time-fractional Allen-Cahn equation. It will also be inter-
esting to develop fast solvers for convection-subdiffusion problems with interfaces.
These are currently under investigation and will be reported in our future work.

The model (5)-(9) can be generalized to allow moving interfaces, which bear
greater significance in practical problems. The Arbitrary Lagrangian-Eulerian
(ALE) method proves an effective approach for handling moving interfaces. It
was successfully employed in [19] to tackle a Stokes/Parabolic moving interface
problem. New techniques similar to those in [19] can be developed to determine
the ALE mapping and domainwise velocities, in combination with finite volume
methods. However, the time-fractional operators are non-local. At each step of
computation, the domain velocities of all historical layers may be involved. New
techniques need to be developed and will be reported in our future work.
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