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ORTHOGONAL SPLINE COLLOCATION FOR POISSON’S

EQUATION WITH NEUMANN BOUNDARY CONDITIONS

BERNARD BIALECKI∗ AND NICK FISHER

Abstract. We apply orthogonal spline collocation with splines of degree r ≥ 3 to solve, on the
unit square, Poisson’s equation with Neumann boundary conditions. We show that the H1 norm
error is of order r and explain how to compute efficiently the approximate solution using a matrix

decomposition algorithm involving the solution of a symmetric generalized eigenvalue problem.

Key words. Poisson’s equation, Neumann boundary conditions, orthogonal spline collocation,
convergence analysis, matrix decomposition algorithm.

1. Introduction

In this paper we consider Poisson’s equation

(1) −∆u = f(x1, x2), (x1, x2) ∈ Ω = (0, 1)× (0, 1),

where ∆ ≡ ∂2/∂x21 + ∂2/∂x22 and u satisfies nonhomogeneous Neumann boundary
conditions

(2) ux1(α, x2) = g1(α, x2), α = 0, 1, x2 ∈ [0, 1],

(3) ux2(x1, β) = g2(x1, β), x1 ∈ [0, 1], β = 0, 1.

Using (1)–(3) and integrating with respect to x1 and x2, we obtain
(4)∫
Ω

f(x1, x2)dx1dx2+

∫ 1

0

[g1(1, x2)−g1(0, x2)]dx2+
∫ 1

0

[g2(x1, 1)−g2(x1, 0)]dx1 = 0,

which is a necessary condition for the existence of u satisfying (1)–(3). To guarantee
uniqueness of the solution u of (1)–(3), we impose the condition

(5)

∫
Ω

u(x1, x2)dx1dx2 = γ,

where γ in R is specified.
A finite difference scheme for (1)–(3) in section 4.7.2 of [12], involving an extend-

ed system of linear equations, is second order accurate in the discrete maximum
norm. A finite difference scheme for (1)–(3), (5), described in Theorem 9 on page
327 in [17], involving a finite difference counterpart of (5), is second order accurate
in the discrete H1 norm. It is also shown in Theorem 2 on page 338 in [17] that
this scheme is second order accurate in the discrete maximum norm. [1] is con-
cerned with a Galerkin spectral solver for the Neumann problem for the constant
coefficient Helmholtz equation on a rectangle. Finite element schemes for solving
the pure Neumann problem on a bounded domain Ω are discussed in [13]. The
present paper is a generalization of [4] to nonzero Neumann boundary conditions
and splines of arbitrary degree r ≥ 3. Moreover, in comparison to [4], the scheme
in the present paper involves orthogonal spline collocation (OSC) counterpart of
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(5), rather than the least squares solution. Also, using the OSC analog of the
Poincaré inequality, we show that the H1 norm of the error, rather than its H1

seminorm considered in [4], is of order r. Hence our OSC scheme is more accu-
rate than FD schemes of [12, 17]. The Galerkin spectral solution of [1] is obtained
using the matrix decomposition algorithm that involves the computation of eigen-
values and eigenvectors of a symmetric pentadiagonal matrix. In comparison, we
obtain our OSC solution using the matrix decomposition algorithm which involves
finding eigenvalues and eigenvectors of a generalized symmetric banded eigenvalue
problem. For r = 3, explicit formulas for eigenvalues and eigenvectors of these
eigenvalue problems are given in [4]. Our OSC solution is required to satisfy nonze-
ro Neumann boundary conditions at corners and collocation points on ∂Ω while in
[1], a function, defined on Ω and satisfying nonzero Neumann boundary conditions
on ∂Ω, is first determined. Spectral accuracy of the approximate solution in [1] is
demonstrated numerically only while we give a theoretical convergence analysis of
our OSC scheme. In [1], integrals involving f of (4) are evaluated approximately
which is unnecessary for our OSC scheme. Generalization of our OSC scheme to
(1)–(3) with (1) replaced by the separable equation

(6)
2∑

i=1

[−ai(xi)uxixi + ci(xi)u] = f(x1, x2), (x1, x2) ∈ Ω,

with variable coefficients

ai(xi) > 0, ci(xi) ≥ 0, xi ∈ [0, 1],

still involves solution of a generalized symmetric banded eigenvalue problem, while
the approach in [1] for (6), with −(aiuxi

)xi
replacing −ai(xi)uxixi

, involves solution
of a generalized symmetric eigenvalue problem with full matrices. Like scheme in [1],
our scheme generalizes to 3 dimensions, in which case the cost of solving eigenvalue
problem is negligible in comparison to the total cost of the solution process. Matrix
decomposition algorithms for solving finite element Galerkin schemes for separable
equations on a rectangle were developed in [14, 15] for Dirichlet and mixed boundary
conditions. However, [14, 15] do not provide details of such algorithms for solving
a singular linear system arising in the case of the pure Neumann problem (1)–(3).
The OSC solution of the Neumann problem on a rectangle was recently used in a
pressure Poisson OSC method for solving the Navier-Stokes equation [11].

The paper is outlined as follows. Section 2 gives some preliminary results used
in the convergence analysis. Section 3 introduces an OSC solution for (1)–(3), (5).
Error bounds are derived in Section 4. A matrix decomposition algorithm to find
the OSC solution is described in Section 5. Finally, numerical results are presented
in Section 6.

2. Preliminaries

In what follows, δx1 = {x(i)1 }Nx1
i=0 and δx2 = {x(j)2 }Nx2

j=0 are partitions of [0, 1], such
that,

0 = x
(0)
1 < x

(1)
1 < · · · < x

(Nx1 )
1 = 1, 0 = x

(0)
2 < x

(1)
2 < · · · < x

(Nx2 )
2 = 1,

and δ = δx1 × δx2 . We introduce

hx1
i = x

(i)
1 − x

(i−1)
1 , i = 1, . . . , Nx1 , hx2

j = x
(j)
2 − x

(j−1)
2 , j = 1, . . . , Nx2 ,

and we set

hx1 = max
i=1,...,Nx1

hx1
i , hx2 = max

j=1,...,Nx2

hx2
j , h = max(hx1 , hx2).
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Throughout the paper we assume that a collection of the partitions δ of Ω is regular
(see Section 2 in [2]).

For r ≥ 3, let Pr be the set of polynomials of degree ≤ r, and let Mx1 and

Mx2 be the spaces of C1 splines of degree ≤ r with the breaks at the x
(i)
1 and x

(j)
2 ,

respectively, defined by

Mx1 = {v ∈ C1[0, 1] : v|
[x

(i−1)
1 ,x

(i)
2 ]

∈ Pr, i = 1, . . . , Nx1},

Mx2 = {v ∈ C1[0, 1] : v|
[x

(j−1)
2 ,x

(j)
2 ]

∈ Pr, j = 1, . . . , Nx2}.
Note that

dim Mxi
= di + 2, di = (r − 1)Nxi

, i = 1, 2.

Additionally, we introduce

MN
x1

= {v ∈ Mx1 : v′(0) = v′(1) = 0} , MN
x2

= {v ∈ Mx2 : v′(0) = v′(1) = 0} ,

(7) Mr = Mx1 ⊗Mx2 , MN
r = MN

x1
⊗MN

x2
,

where for two spaces V1 and V2 of functions on [0, 1], V1⊗V2 is the space of functions
on Ω consisting of all finite linear combinations of v1(x1)v2(x2) with v1 ∈ V1 and
v2 ∈ V2.

Let {ξk}r−1
k=1 and {ωk}r−1

k=1 be respectively the nodes and the corresponding weight-

s of the (r−1)-point Gauss-Legendre quadrature for (0, 1), and let Gx1 = {ξx1

i,k}
Nx1 ,r−1

i=1,k=1 ,

Gx2 = {ξx2

j,l}
Nx2 ,r−1

j=1,l=1 be the collocation points in [0, 1], where

(8) ξx1

i,k = x
(i−1)
1 + hx1

i ξk, ξx2

j,l = x
(j−1)
2 + hx2

j ξl.

We also introduce {ξx1
i }d1+1

i=0 and {ξx2
i }d2+1

j=0 , where

ξx1
0 = 0, ξx1

d1+1 = 1, ξx2
0 = 0, ξx2

d2+1 = 1,

ξx1

(i−1)(r−1)+k = ξx1

i,k, i = 1, . . . , Nx1 , k = 1, . . . , r − 1,

ξx2

(j−1)(r−1)+l = ξx2

j,l , j = 1, . . . , Nx2 , l = 1, . . . , r − 1.

Note that Gx1 = {ξx1
i }d1

i=1, Gx2
= {ξx2

j }d2
j=1. The set Gr of collocation points in Ω

is defined by

Gr = {ξ = (ξx1 , ξx2) : ξx1 ∈ Gx1 , ξ
x2 ∈ Gx2}.

For v and z defined on Gr, we introduce

(9) ⟨v, z⟩ =
Nx1∑
i=1

Nx2∑
j=1

hx1
i h

x2
j

r−1∑
k=1

r−1∑
l=1

ωkωl(vz)(ξ
x1

i,k, ξ
x2

j,l ), ∥v∥ =
√

⟨v, v⟩.

Note that

(10) ⟨v, z⟩ =
Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk⟨v(ξx1

i,k, ·), z(ξ
x1

i,k, ·)⟩x2 ,

(11) ⟨v, z⟩ =
Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl⟨v(·, ξx2

j,l ), z(·, ξ
x2

j,l )⟩x1 ,

where

(12) ⟨p, q⟩x1
=

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk(pq)(ξ
x1

i,k), ⟨p, q⟩x2
=

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl(pq)(ξ
x2

j,l ).
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Since

r−1∑
k=1

ωk = 1 and

Nx1∑
i=1

hx1
i =

Nx2∑
j=1

hx2
j = 1, it follows from (12) and the first equa-

tion in (9) that

(13) ⟨1, 1⟩x1 = 1, ⟨1, 1⟩x2 = 1, ⟨1, 1⟩ = 1.

Lemma 2.1. Assume i = 1, 2 and v ∈ MN
xi

and v = 0 on Gxi . Then v = 0 on
[0, 1].

Proof. Since δx1 and δx2 are arbitrary partitions of [0, 1], it suffices to prove the
lemma for i = 1. We follow the proof of Lemma 2.3 in [10].

If v(0) = 0, then v = 0 on [x
(0)
1 , x

(1)
1 ] since v ∈ Pr has r + 1 zeros in [x

(0)
1 , x

(1)
1 ]

(v has double zero at 0 and zeros at ξx1
1,1, . . ., ξ

x1
1,r−1). By a similar argument v = 0

on [x
(1)
1 , x

(2)
1 ] through [x

(Nx1−1)
1 , x

(Nx1 )
1 ].

If v(0) ̸= 0, then v′ ∈ Pr−1 has r − 1 zeros in [x
(0)
1 , x

(1)
1 ] (v′ has zero at 0 and

zeros between ξx1
1,1, . . . , ξ

x1
1,r−1). v

′ has no other zeros in [x
(0)
1 , x

(1)
1 ] since otherwise

v′ would be 0 on [x
(0)
1 , x

(1)
1 ] and hence v would be a constant on [x

(0)
1 , x

(1)
1 ] which

would violate v(0) ̸= 0 and v(ξx1
1,1) = 0. If v′ > 0 on [ξx1

1,r−1, x
(1)
1 ], then v(x

(1)
1 ) > 0

since v(ξx1
1,r−1) = 0. If v′ < 0 on [ξx1

1,r−1, x
(1)
1 ], then v(x

(1)
1 ) < 0. Consequently

v(x
(1)
1 )v′(x

(1)
1 ) > 0. Since v(ξx1

1,r−1) = v(ξx1
2,1) = 0 and v′ has no zero in [ξx1

1,r−1, x
(1)
1 ],

v′ has a zero between x
(1)
1 and ξx1

2,1. Hence v′ has r−1 zeros in [x
(1)
1 , x

(2)
1 ] (v′ has also

zeros between ξx1
2,1, . . . , ξ

x1
2,r−1). v

′ has no other zeros in [x
(1)
1 , x

(2)
1 ]. Consequently

v(x
(2)
1 )v′(x

(2)
1 ) > 0. Repeating this argument, we obtain v(x

(Nx1 )
1 )v′(x

(Nx1 )
1 ) > 0

which contradicts v′(1) = 0. �
Lemma 2.1 implies that ⟨v, z⟩ and ∥v∥ of (9) are respectively an inner product

and a norm on MN
r .

Lemma 2.2. For i = 1, 2, we have

⟨p′′, q⟩xi − (p′q)|10 = ⟨q′′, p⟩xi − (q′p)|10, p, q ∈ Mxi .

Proof. The desired result follows from (12) and Lemma 3.1 in [10]. �
For i = 1, 2, Lemma 2.2 implies

(14) ⟨p′′, 1⟩xi = p′(1)− p′(0), p ∈ Mxi .

Lemma 2.3. We have

⟨−∆v, z⟩ = ⟨v,−∆z⟩, v, z ∈ MN
r .

Proof. The desired result follows from (10), (11), (12) and Lemma 2.2. �
Throughout the paper, we assume that C is a generic positive constant, depen-

dent possibly on r but independent of u and h.

Lemma 2.4. For i = 1, 2, we have

C⟨p, p⟩xi ≤
∫ 1

0

p2(xi)dxi ≤ C⟨p, p⟩xi , p ∈ MN
xi
.

Proof. The first inequality is a special case of (3.4) in [10] for p ∈ Mxi . (3.4) in
[10], stated without a complete proof, can be proved using the inverse inequality

max
xi∈[x

(j−1)
i ,x

(j)
i ]

|p(xi)| ≤ C[hxi
j ]−1/2∥p∥

L2(x
(j−1)
i ,x

(j)
i )
.
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The second inequality can be proved following the proofs of Lemma 5.4 and Theo-
rem 5.5 in [16]. We provide details in Appendix. �

The next result is the 2d counterpart of Lemma 2.4.

Lemma 2.5. We have

C∥v∥ ≤ ∥v∥L2(Ω) ≤ C∥v∥, v ∈ MN
r .

Proof. Using the right-hand side inequality of Lemma 2.4 with i = 1, the first
equation in (12), the right-hand side inequality of Lemma 2.4 with i = 2, (10), and
the second equation in (9), we obtain

∥v∥2L2(Ω) =

∫ 1

0

[∫ 1

0

v2(x1, x2)dx1

]
dx2

≤ C

∫ 1

0

⟨v(·, x2), v(·, x2)⟩x1dx2

= C

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk

∫ 1

0

v2(ξx1

i,k, x2)dx2

≤ C

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk⟨v(ξx1

i,k, ·), v(ξ
x1

i,k, ·)⟩x2 = C∥v∥2,

which proves the right-hand side inequality of the lemma. In a similar way we prove
the left-hand side inequality of the lemma. �

We introduce
(15)

∥∇v∥L2(Ω) =
(
∥vx1∥2L2(Ω) + ∥vx2∥2L2(Ω)

) 1
2

, ∥v∥H1(Ω) =
(
∥v∥2L2(Ω) + ∥∇v∥2L2(Ω)

) 1
2

.

Lemma 2.6. We have

∥∇v∥2L2(Ω) ≤ C⟨−∆v, v⟩, v ∈ MN
r .

Proof. It follows from Lemma 3.1 in [10] that, for i = 1, 2, we have

(16)

∫ 1

0

(p′)2(xi)dxi ≤ ⟨−p′′, p⟩xi
, p ∈ MN

xi
.

Assume v ∈ MN
r . Using the right-hand side inequality of Lemma 2.4 with i = 2,

the second equation in (12), (16) with i = 1, and (11), we have
(17)

∥vx1∥2L2(Ω) =

∫ 1

0

[∫ 1

0

v2x1
(x1, x2)dx2

]
dx1 ≤ C

∫ 1

0

⟨vx1(x1, ·), vx1(x1, ·)⟩x2dx1

= C

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl

∫ 1

0

v2x1
(x1, ξ

x2

j,l )dx1 ≤ C

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl

⟨
−vx1x1(·, ξ

x2

j,l ), v(·, ξ
x2

j,l )
⟩
x1

= C ⟨−vx1x1 , v⟩ .
In a similar way we obtain

(18) ∥vx2∥2L2(Ω ≤ C ⟨−vx2x2 , v⟩ .

Equations (17), (18), and the first equation in (15) yield the desired result. �

The following lemma is the OSC analog of the Poincaré inequality.
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Lemma 2.7. We have

∥v∥2 − ⟨v, 1⟩2 ≤ ⟨−∆v, v⟩, v ∈ MN
r .

Proof. For i = 1, . . . , Nx1 , j = 1, . . . , Nx2 , k, l = 1, . . . , r − 1, and y1, y2 ∈ [0, 1],
using the fundamental theorem of calculus, the triangle inequality, ξx1

i,k, ξ
x1

i,k, y1, y2 ∈
[0, 1], the inequality

(α+ β)2 ≤ 2(α2 + β2), α, β ∈ R,

and the Cauchy-Schwarz inequality, we have

v2(ξx1

i,k, ξ
x2

j,l )−2v(ξx1

i,k, ξ
x2

j,l )v(y1, y2) + v2(y1, y2) = [v(ξx1

i,k, ξ
x2

j,l )− v(y1, y2)]
2(19)

=

[∫ ξ
x1
i,k

y1

vx1(x1, ξ
x2

j,l )dx1 +

∫ ξ
x2
j,l

y2

vx2(y1, x2)dx2

]2

=

∣∣∣∣∣
∫ ξ

x1
i,k

y1

vx1(x1, ξ
x2

j,l )dx1 +

∫ ξ
x2
j,l

y2

vx2(y1, x2)dx2

∣∣∣∣∣
2

≤
[∫ 1

0

∣∣∣vx1(x1, ξ
x2

j,l )
∣∣∣ dx1 + ∫ 1

0

|vx2(y1, x2)| dx2
]2

≤2

∫ 1

0

v2x1
(x1, ξ

x2

j,l )dx1 + 2

∫ 1

0

v2x2
(y1, x2)dx2.

Multiplying (19) by hx1
i h

x2
j ωkωl, summing over i = 1, . . . , Nx1 , j = 1, . . . , Nx2 ,

k, l = 1, . . . , r− 1, using (9), the third and first equations in (13), the first equation
in (12), (16) with i = 1, and (11), we obtain

∥v∥2 − 2v(y1, y2)⟨v, 1⟩+ v2(y1, y2)(20)

≤2

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl

∫ 1

0

v2x1
(x1, ξ

x2

j,l )dx1 + 2

∫ 1

0

v2x2
(y1, x2)dx2.

≤2⟨−vx1x1 , v⟩+ 2

∫ 1

0

v2x2
(y1, x2)dx2.

Taking y1 = ξx1

i,k, y2 = ξx2

j,l , multiplying (20) by hx1
i h

x2
j ωkωl, summing over i =

1, . . . , Nx1 , j = 1, . . . , Nx2 , k, l = 1, . . . , r − 1, using (9), the third and second
equations in (13), the second equation in (12), (16) with i = 2, and (10), we obtain

2∥v∥2 − 2⟨v, 1⟩2 ≤ 2⟨−vx1x1
, v⟩+ 2

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk

∫ 1

0

v2x2
(ξi,k, x2)dx2 ≤ 2⟨−∆v, v⟩,

which yields the desired result. �

As in [10], for r > 3, let 0 < ζ1 < ζ2 < · · · < ζr−3 < 1 be the simple zeros of the
polynomial

dr−3

dtr−3

[
tr−1 (t− 1)

r−1
]

and let

ζx1

i,k = x
(i−1)
1 + hx1

i ζk, i = 1, . . . , Nx1 , k = 1, . . . , r − 3,

ζx2

j,l = x
(j−1)
2 + hx2

j ζl, j = 1, . . . , Nx2 , l = 1, . . . , r − 3.

According to [9], ζ1 = 1/2 for r = 4, ζ1 = 1/2 −
√
7/14, ζ2 = 1/2 +

√
7/14 for

r = 5, ζ1 = 1/2 −
√
3/6, ζ2 = 1/2, ζ3 = 1/2 +

√
3/6 for r = 6, ζ1 = 1/2 −
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33(9 + 4

√
3)/66, ζ2 = 1/2 −

√
33(9− 4

√
3)/66, ζ3 = 1/2 +

√
33(9− 4

√
3)/66,

ζ4 = 1/2 +
√
33(9 + 4

√
3)/66 for r = 7. For any r > 3, the ζj can be computed in

Matlab using symbolic differentiation and the roots function.
Throughout the paper, we assume that the solution u of (1)–(3), (5) is a suffi-

ciently smooth function on Ω. Let W ∈ Mr be piecewise polynomial interpolant
of u defined by

(W − u)(ζx1

i,k, ζ
x2

j,l ) = 0, i = 1, . . . , Nx1 , j = 1, . . . , Nx2 ,

∂n

∂xn1
(W − u)(x

(i)
1 , ζx2

j,l ) = 0, i = 0, . . . , Nx1 , j = 1, . . . , Nx2 ,

∂m

∂xm2
(W − u)(ζx1

i,k, x
(j)
2 ) = 0, i = 1, . . . , Nx1 , j = 0, . . . , Nx2 ,

∂n+m

∂xn1x
m
2

(W − u)(x
(i)
1 , x

(j)
2 ) = 0, i = 0, . . . , Nx1 , j = 0, . . . , Nx2 ,

(21)

where n,m = 0, 1 and k, l = 1, . . . , r − 3. Throughout the paper, for a function s
defined on [0, 1] or Ω, C(s) denotes a generic positive constant, dependent possibly
on r and s, but independent of h. It follows from Lemmas 2.3 and 2.5 in [2] that

(22) ∥u−W∥ ≤ C(u)hr+1,

(23) ∥∆(u−W )∥ ≤ C(u)hr,

(24) ∥u−W∥H1(Ω) ≤ C(u)hr.

It follows from the second and last equations in (21) with x
(i)
1 = 0, 1, n = 1,

m = 0, 1, that for α = 0, 1, Wx1(α, ·) is the piecewise polynomial interpolant of
ux1(α, ·) on [0, 1]. Hence adapting the proof of (22) to the one-dimensional case,
we can show that

(25) ∥(u−W )x1
(α, ·)∥x2

≤ C(u)hr+1, α = 0, 1,

where ∥p∥x2 = ⟨p, p⟩1/2x2 .

Lemma 2.8. If s ∈ H2r−2(Ω), then∣∣∣∣∫
Ω

s(x1, x2)dx1dx2 − ⟨s, 1⟩
∣∣∣∣ ≤ C(s)h2r−2.

Proof. Consider the functional on H2r−2(Ω) defined by

F (v) =

∫ 1

0

∫ 1

0

v(x, y)dxdy −
r−1∑
k=1

r−1∑
l=1

ωkωlv(ξk, ξl), v ∈ H2r−2(Ω).

Then
F (v) = 0, v ∈ P2r−3,

where P2r−3 denotes the set of polynomials of degree ≤ 2r − 3 in x, y. Using the
triangle inequality and the Sobolev imbedding theorem, we have

|F (v)| ≤ C max
(x,y)∈Ω

|v(x, y)| ≤ C∥v∥H2(Ω) ≤ C∥v∥H2r−2(Ω), v ∈ H2r−2(Ω).

Hence Bramble-Hilbert lemma (see Theorem 4.1.3 in [6]) gives

(26) |F (v)| ≤ C

( ∑
p+q=2r−2

∥∥∥∥ ∂p+qv

∂xp∂yq

∥∥∥∥2
L2(Ω)

)1/2

, v ∈ H2r−2(Ω).
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For s ∈ H2r−2(Ω) and fixed i = 1, . . . , Nx1 , j = 1, . . . , Nx2 , we introduce vij ∈
H2r−2(Ω) defined by

vij(x, y) = hx1
i h

x2
j s(x

(i−1)
1 + hx1

i x, x
(j−1)
2 + hx2

j y), x, y ∈ (0, 1).

For this vij we have

(27) F (vij) =

∫ x
(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

s(x1, x2)dx1dx2 − hx1
i h

x2
j

r−1∑
k=1

r−1∑
l=1

ωkωls(ξ
x1

i,k, ξ
x2

j,l ),

( ∑
p+q=2r−2

∥∥∥∥∂p+qvij
∂xp∂yq

∥∥∥∥2
L2(Ω)

)1/2

=

( ∑
p+q=2r−2

∫ 1

0

∫ 1

0

[
∂p+qvij
∂xp∂yq

(x, y)

]2
dxdy

)1/2

(28)

=hx1
i h

x2
j

( ∑
p+q=2r−2

[hx1
i ]2p[hx2

j ]2q

×
∫ 1

0

∫ 1

0

[
∂p+qs

∂xp∂yq
(x

(i−1)
1 + hx1

i x, x
(j−1)
2 + hx2

j y)

]2
dxdy

)1/2

≤h2r−2[hx1
i h

x2
j ]1/2

( ∑
p+q=2r−2

∫ x
(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

[
∂p+qs

∂xp∂yq
(x1, x2)

]2
dx1dx2

)1/2

.

Using the first equation in (9), the triangle inequality, (26) with v replaced by vij ,
(27), (28), and the Cauchy-Schwartz inequality, we have∣∣∣∣∫

Ω

s(x1, x2)dx1dx2 − ⟨s, 1⟩
∣∣∣∣

=

∣∣∣∣∣∣
Nx1∑
i=1

Nx2∑
j=1

[∫ x
(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

s(x1, x2)dx1dx2 − hx1
i h

x2
j

r−1∑
k=1

r−1∑
l=1

ωkωls(ξ
x1

i,k, ξ
x2

j,l )

]∣∣∣∣∣∣
≤

Nx1∑
i=1

Nx2∑
j=1

∣∣∣∣∣
∫ x

(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

s(x1, x2)dx1dx2 − hx1
i h

x2
j

r−1∑
k=1

r−1∑
l=1

ωkωls(ξ
x1

i,k, ξ
x2

j,l )

∣∣∣∣∣
≤ Ch2r−2

Nx1∑
i=1

Nx2∑
j=1

[hx1
i h

x2
j ]1/2

( ∑
p+q=2r−2

∫ x
(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

[
∂p+qs

∂xp∂yq
(x1, x2)

]2
dx1dx2

) 1
2

≤ Ch2r−2

Nx1∑
i=1

Nx2∑
j=1

hx1
i h

x2
j

1/2

·

Nx1∑
i=1

Nx2∑
j=1

∑
p+q=2r−2

∫ x
(i)
1

x
(i−1)
1

∫ x
(j)
2

x
(j−1)
2

[
∂p+qs

∂xp∂yq
(x1, x2)

]2
dx1dx2

1/2

= Ch2r−2

( ∑
p+q=2r−2

∥∥∥∥ ∂p+qs

∂xp∂yq

∥∥∥∥2
L2(Ω)

)1/2

,

which proves the required inequality. �

We will also need the following 1d counterpart of Lemma 2.8.
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Lemma 2.9. If s ∈ H2r−2(0, 1), then∣∣∣∣∫ 1

0

s(x1)dx1 − ⟨s, 1⟩x1

∣∣∣∣ ≤ C(s)h2r−2
x1

,

∣∣∣∣∫ 1

0

s(x2)dx2 − ⟨s, 1⟩x2

∣∣∣∣ ≤ C(s)h2r−2
x2

.

Proof. Since δx1 and δx2 are arbitrary partitions of [0, 1], it suffices to prove the
first inequality of the lemma. We omit a proof of this inequality since the proof is
similar to that of Lemma 2.8 with the functional on H2r−2(0, 1) defined now by

F (v) =

∫ 1

0

∫ 1

0

v(x)dx−
r−1∑
k=1

ωkv(ξk), v ∈ H2r−2(0, 1).

�
3. OSC Solution

First, for i = 1, 2, we describe an appropriate choice of B-spline basis functions
for MN

xi
. Let {Bxi

j }di+1
j=0 be B-spline basis functions for Mxi

such that (see, for

example, [5])

Bxi
0 (0) ̸= 0, [Bxi

0 ]′(0) ̸= 0, Bxi
1 (0) = 0, [Bxi

1 ]′(0) ̸= 0,

Bxi
j (0) = [Bxi

j ]′(0) = 0, j = 2, . . . , di + 1,

(29) Bxi
j (1) = [Bxi

j ]′(1) = 0, j = 0, . . . , di − 1,

(30) Bxi

di
(1) = 0, [Bxi

di
]′(1) ̸= 0, Bxi

di+1(1) ̸= 0, [Bxi

di+1]
′(1) ̸= 0.

We set

(31) ϕxi
1 = [Bxi

1 ]′(0)Bxi
0 − [Bxi

0 ]′(0)Bxi
1 ,

ϕxi
j = Bxi

j , j = 2, . . . , di − 1,

ϕxi

di
= [Bxi

di
]′(1)Bxi

di+1 − [Bxi

di+1]
′(1)Bxi

di
.

Then [ϕxi
1 ]′(0) = 0, [ϕxi

di
]′(1) = 0 and {ϕxi

j }di
j=1 is a basis for MN

xi
. We also set

ϕxi
0 = Bxi

0 , ϕxi

di+1 = Bxi

di+1.

Then {ϕxi
j }di+1

j=0 is a basis for Mxi .

To define an OSC solution of (1)–(3), (5), consider U ∈ Mr which can be written
as

(32) U(x1, x2) =

d1+1∑
m=0

d2+1∑
n=0

Um,nϕ
x1
m (x1)ϕ

x2
n (x2) = Û(x1, x2) + U(x1, x2),

where
(33)

Û(x1, x2) =

d1+1∑
m=0

∑
n=0,d2+1

Um,nϕ
x1
m (x1)ϕ

x2
n (x2) +

∑
m=0,d1+1

d2∑
n=1

Um,nϕ
x1
m (x1)ϕ

x2
n (x2),

and

(34) U(x1, x2) =

d1∑
m=1

d2∑
n=1

Um,nϕ
x1
m (x1)ϕ

x2
n (x2) ∈ MN

r .

The coefficients Um,n in (33) are determined (see Section 5 for details) by interpo-
lating (2), (3), that is, we require that,

(35)
∂iUx1

∂xi2
(α, xj2) =

∂ig1
∂xi2

(α, xj2), j = 0, . . . , Nx2 , i = 0, 1,
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(36) Ux1(α, ζ
x2

j,l ) = g1(α, ζ
x2

j,l ), j = 1, . . . , Nx2 , l = 1, . . . , r − 3,

(37)
∂jUx2

∂xj1
(x

(i)
1 , β) =

∂jg2

∂xj1
(x

(i)
1 , β), i = 0, . . . , Nx1 , j = 0, 1,

(38) Ux2(ζ
x1

i,k, β) = g2(ζ
x1

i,k, β), i = 1, . . . , Nx1 , k = 1, . . . , r − 3,

where α, β = 0, 1. It is natural to determine U ∈ MN
r such that

(39) −∆U(ξ) = f̂(ξ), ξ ∈ Gr,

where

(40) f̂(ξ) = f(ξ) + ∆Û(ξ), ξ ∈ Gr.

Lemma 2.3 implies that the operator −∆ is self-adjoint on MN
r with respect to the

inner product ⟨·, ·⟩ of (9). Clearly 1 ∈ MN
r and −∆1(ξ) = 0, ξ ∈ Gr. Moreover,

it follows from Lemma 2.6 that if v ∈ MN
r and −∆v(ξ) = 0, ξ ∈ Gr, then v is

constant. Hence the necessary and sufficient condition for the existence of U ∈ MN
r

satisfying (39) is ⟨f̂ , 1⟩ = 0. Since, in general, ⟨f̂ , 1⟩ ̸= 0, (39) will not have a
solution U ∈ MN

r . We introduce

(41) f = f̂ − ⟨f̂ , 1⟩
and look for U ∈ MN

r such that

(42) −∆U(ξ) = f(ξ), ξ ∈ Gr.

It follows from (41) and the third equation in (13) that ⟨f, 1⟩ = 0 and hence (42) has

a solution U ∈ MN
r . Assume Û of (33) is determined by (35)–(38), and U ∈ MN

r

is a solution of (42). Then, for any c ∈ R, U + c ∈ MN
r and (42) holds with U + c

replacing U . Hence

(43) U = Û + U + c, c ∈ R,

can be viewed as a general OSC solution of (1)–(3). If u satisfies (1)–(3) and (5),
then U of (43) with c such that

(44) ⟨U, 1⟩ = γ

is the OSC solution of (1)–(3), (5).

4. Convergence Analysis

Lemma 4.1. Set

M̃N
r = {v ∈ Mr : vx1(α, x2) = vx2(x1, β) = 0, α, β = 0, 1, x1, x2 ∈ [0, 1]}.

Then MN
r = M̃N

r , where MN
r is defined in (7).

Proof. It follows from the second equation in (7) that MN
r ⊂ M̃N

r . To show

M̃N
r ⊂ MN

r , consider v ∈ M̃N
r . Since v ∈ Mr, we have

v(x1, x2) =

d1+1∑
m=0

d2+1∑
n=0

cm,nϕ
x1
m (x1)ϕ

x2
n (x2),

where the cm,n ∈ R. Using vx1(0, x2) = 0, x2 ∈ [0, 1], [ϕx1
0 ]′(0) ̸= 0, and [ϕx1

m ]′(0) =
0, m = 1, . . . , d1 + 1, we get

d2+1∑
n=0

c0,nϕ
x2
n (x2) = 0, x2 ∈ [0, 1].
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Since the set {ϕx2
n }d2+1

n=0 is linearly independent, we have c0,n = 0, n = 0, . . . , d2+1.
Using, in a similar way,

vx1(1, x2) = 0, x2 ∈ [0, 1], vx2(x1, β) = 0, x1 ∈ [0, 1], β = 0, 1,

we obtain

v(x1, x2) =

d1∑
m=1

d2∑
n=1

cm,nϕ
x1
m (x1)ϕ

x2
n (x2) ∈ MN

r .

�

Theorem 4.1. Assume U in Mr is given by (32), where Û of (33) is determined
by (35)–(38), and U in MN

r satisfies (42). Then

∥∇(u− U)∥L2(Ω) ≤ C(u)hr.

Proof. Assume W ∈ Mr is the interpolant of u defined in (21) and set

(45) v =W − U − c, c = ⟨W − U, 1⟩.
Using (45) and the third equation in (13), we have

(46) ⟨v, 1⟩ = ⟨W − U, 1⟩ − c⟨1, 1⟩ = c− c = 0.

It follows from the second and last equations in (21) with x
(i)
1 = 0, 1, n = 1,

m = 0, 1, the third and last equations in (21) with x
(j)
2 = 0, 1, m = 1, n = 0, 1,

(35), (36), (37), (38), (2), and (3) that
(47)
Wx1(α, x2) = Ux1(α, x2), Wx2(x1, β) = Ux2(x1, β), α, β = 0, 1, x1, x2 ∈ [0, 1].

Using (47) and Lemma 4.1, we have W − U ∈ MN
r . Hence it follows from (45)

and c ∈ MN
r that v ∈ MN

r . Next, using (45), (32), (42), (41), (40), (1), (46), the
Cauchy-Schwarz inequality, and (23), we have
(48)

⟨−∆v, v⟩ = ⟨−∆W +∆U, v⟩ =
⟨
−∆W +∆Û +∆U, v

⟩
=
⟨
−∆W +∆Û − f, v

⟩
=
⟨
−∆W +∆Û − f̂ + ⟨f̂ , 1⟩, v

⟩
= ⟨−∆W − f, v⟩+ ⟨⟨f̂ , 1⟩, v⟩

= ⟨∆(u−W ), v⟩+ ⟨f̂ , 1⟩⟨1, v⟩ ≤ ∥∆(u−W )∥∥v∥ ≤ C(u)hr∥v∥.
Lemma 2.7 and (46) imply ∥v∥ ≤ ⟨−∆v, v⟩1/2 and hence (48) yields

(49) ⟨−∆v, v⟩1/2 ≤ C(u)hr.

It follows from Lemma 2.6 and (49) that ∥∇v∥L2(Ω) ≤ C(u)hr which, on using (45),
gives

(50) ∥∇(W − U)∥L2(Ω) ≤ C(u)hr.

Using the triangle inequality, the second equation in (15), (24), and (50), we have

∥∇(u− U)∥L2(Ω) ≤ ∥u−W∥H1(Ω) + ∥∇(W − U)∥L2(Ω) ≤ C(u)hr.

�

Since ∥∇v∥L2(Ω) is not a norm on H1(Ω), we next bound ∥u− U∥H1(Ω).

Theorem 4.2. Assume U in Mr is given by (43), where Û of (33) satisfies (35),
(36), (37), (38), U in MN

r satisfies (42), and c is determined so that (44) holds.
Then

(51) ∥u− U∥H1(Ω) ≤ C(u)hr.
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Proof. Assume W ∈ Mr is the interpolant of u defined in (21) and set

(52) v =W − U.

It follows from (52), (47), and Lemma 4.1 that v ∈ MN
r . Using the right-hand side

inequality of Lemma 2.5 and Lemma 2.7, we have

(53) ∥v∥2L2(Ω) ≤ C∥v∥2 ≤ C⟨v, 1⟩2 + C⟨−∆v, v⟩.

Following the derivation of (48) and using (40), we obtain

(54) ⟨−∆v, v⟩ ≤ C(u)hr∥v∥+ |⟨f +∆Û , 1⟩||⟨1, v⟩|.
The left-hand side inequality of Lemma 2.5 and the inequality

αβ ≤ ϵα2 +
1

4ϵ
β2, α, β ∈ R, ϵ > 0,

give

(55) C(u)hr∥v∥ ≤ C(u)hr∥v∥L2(Ω) ≤ ϵ∥v∥2L2(Ω) +
C(u)

ϵ
h2r.

Using (53), (54), (55), and taking ϵ sufficiently small, we obtain

(56) ∥v∥2L2(Ω) ≤ C⟨v, 1⟩2 + C|⟨f +∆Û , 1⟩||⟨1, v⟩|+ C(u)h2r.

We bound the first two terms on the right-hand side in (56). Using (52), (44), (5),
the triangle inequality, the Cauchy-Schwarz inequality, the third equation in (13),
Lemma 2.8 with u replacing s, (22), and r ≥ 3, we have

(57) |⟨v, 1⟩| = |⟨W, 1⟩ − γ| ≤ |⟨W − u, 1⟩|+
∣∣∣∣⟨u, 1⟩ − ∫

Ω

u(x1, x2)dx1dx2

∣∣∣∣
≤ ∥W − u∥+ C(u)h2r−2 ≤ C(u)hr+1(1 + hr−3) ≤ C(u)hr+1.

It follows from (11), (10), (14), (12), (32), U ∈ MN
r , Lemma 4.1, (47), (2), and (3)

that

⟨∆Û , 1⟩ = ⟨Ûx1x1 , 1⟩+ ⟨Ûx2x2 , 1⟩(58)

=

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl⟨Ûx1x1(·, ξ
x2

j,l ), 1⟩x1 +

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk⟨Ûx2x2(ξ
x1

i,k, ·), 1⟩x2

=

Nx2∑
j=1

hx2
j

r−1∑
l=1

ωl[Ûx1(1, ξ
x2

j,l )− Ûx1(0, ξ
x2

j,l )]

+

Nx1∑
i=1

hx1
i

r−1∑
k=1

ωk[Ûx2(ξ
x1

i,k, 1)− Ûx2(ξ
x1

i,k, 0)]

= ⟨Ûx1(1, ·), 1⟩x2 − ⟨Ûx1(0, ·), 1⟩x2 + ⟨Ûx2(·, 1), 1⟩x1 − ⟨Ûx2(·, 0), 1⟩x1

= ⟨Ux1(1, ·), 1⟩x2 − ⟨Ux1(0, ·), 1⟩x2 + ⟨Ux2(·, 1), 1⟩x1 − ⟨Ux2(·, 0), 1⟩x1

= ⟨Wx1(1, ·), 1⟩x2 − ⟨Wx1(0, ·), 1⟩x2 + ⟨Wx2(·, 1), 1⟩x1 − ⟨Wx2(·, 0), 1⟩x1

= S1 + S2 + S3,

where

(59) S1 = ⟨(W − u)x1(1, ·), 1⟩x2 − ⟨(W − u)x1)(0, ·), 1⟩x2 ,

(60) S2 = ⟨(W − u)x2(·, 1), 1⟩x1 − ⟨(W − u)x2(·, 0), 1⟩x1 ,

(61) S3 = ⟨g1(1, ·), 1⟩x2 − ⟨g1(0, ·), 1⟩x2 + ⟨g2(·, 1), 1⟩x1 − ⟨g2(·, 0), 1⟩x1 .
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Using (59), the triangle and Cauchy-Schwarz inequalities, (25), and the second
equation in (13), we have

(62) |S1| ≤
∑

α=0,1

∥(W − u)x1(α, ·)∥x2∥1∥x2 ≤ C(u)hr+1.

In a similar way, for S2 of (60), we obtain

(63) |S2| ≤ C(u)hr+1.

It follows from (58), (4), (61), the triangle inequality, Lemma 2.8 with f replacing
s, Lemma 2.9 with g1(α, x2), g2(x1, β) replacing s(x2), s(x1), respectively, (62),
and (63), that∣∣∣⟨f, 1⟩+ ⟨∆Û , 1⟩

∣∣∣ = ∣∣∣∣⟨f, 1⟩+ S1 + S2 + S3 −
∫
Ω

f(x1, x2)dx1dx2(64)

−
∫ 1

0

[g1(1, x2)− g1(0, x2)]dx2 −
∫ 1

0

[g2(x1, 1)− g2(x1, 0)]dx1

∣∣∣∣
≤
∣∣∣∣⟨f, 1⟩ − ∫

Ω

f(x1, x2)dx1dx2

∣∣∣∣+ ∑
α=0,1

∣∣∣∣⟨g1(α, ·), 1⟩x2 −
∫ 1

0

g1(α, x2)dx2

∣∣∣∣
+
∑
β=0,1

∣∣∣∣⟨g2(·, β), 1⟩x1 −
∫ 1

0

g2(x1, β)dx1

∣∣∣∣+ |S1|+ |S2|

≤ C(u)hr+1(1 + hr−3) ≤ C(u)hr+1.

Using (56), (57), and (64), we have ∥v∥L2(Ω) ≤ Chr which, on using (52), (15), and
(50), gives

(65) ∥W − U∥H1(Ω) ≤ C(u)hr.

Using the triangle inequality, (24), and (65), we have

∥u− U∥H1(Ω) ≤ ∥u−W∥H1(Ω) + ∥W − u∥H1(Ω) ≤ C(u)hr.

�

5. Implementation

In this section we explain how to compute the OSC solution U defined in Section
3. We will use the following observation: The matrix-vector form of

(66) ϕi,j =

M ′∑
m=1

c
(1)
i,m

N ′∑
n=1

c
(2)
j,nψm,n, i = 1, . . . , I ′, j = 1, . . . , J ′,

is

(67) Φ = (C1 ⊗ C2)Ψ,

where
C1 = [c

(1)
i,m]I

′,M ′

i=1,m=1, C2 = [c
(2)
j,n]

J ′,N ′

j=1,n=1,

and
Φ = [ϕ1,1, . . . , ϕ1,J′ , . . . , ϕI′,1, . . . , ϕI′,J′ ],

Ψ = [ψ1,1, . . . , ψ1,N ′ , . . . , ψM ′,1, . . . , ψM ′,N ′ ].

With i, j being row indices and m,n being columns indices, we introduce the
matrices

Bx1 = [ϕx1
m (ξx1

i )]d1+1,d1+1
i=0,m=0 , Bx2 = [ϕx2

n (ξx2
j )]d2+1,d2+1

j=0,n=0 ,

Ãx1 = [−[ϕx1
m ]′′(ξx1

i )]d1,d1+1
i=1,m=0, Ãx2 = [−[ϕx2

n ]′′(ξx2
j )]d2,d2+1

j=1,n=0.
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where {ϕx1
m }d1+1

m=0 and {ϕx2
n }d2+1

n=0 , introduced in Section 3, are bases for Mx1 and
Mx2 , respectively. For k = 1, 2, we assume that:

B̃xk
is the matrix obtained by deleting the first and last rows of Bxk

;

Âxk
, B̂xk

are the matrices formed by the first and last columns of Ãxk
, B̃xk

, re-
spectively;

Axk
, Bxk

are the matrices obtained by deleting the first and last columns of Ãxk
,

B̃xk
, respectively.
Lemma 2.3 in [10] implies that Bx1 and Bx2 are nonsingular.

First we explain how to obtain the coefficients Um,n in Û of (33). For β = 0 and
i = 1, . . . , Nx1

, (37) and (38) give

∂jUx2

∂xj1
(x

(i−1)
1 , 0) =

∂jg2

∂xj1
(x

(i−1)
1 , 0),

∂jUx2

∂xj1
(x

(i)
1 , 0) =

∂jg2

∂xj1
(x

(i)
1 , 0), j = 0, 1,

Ux2(ζ
x1

i,k, 0) = g2(ζ
x1

i,k, 0), k = 1, . . . , r − 3,

which we use to determine Ux2(x1, 0), x1 ∈ [x
(i−1)
1 , x

(i)
1 ], in terms of B-splines for

[x
(i−1)
1 , x

(i)
1 ]. This allows us to compute Ux2(ξ

x1
i , 0), i = 0, . . . , di + 1. It follows

from (32) that

Ux2(x1, 0) = [ϕx2
0 ]′(0)

d1+1∑
m=0

Um,0ϕ
x1
m (x1), x1 ∈ [0, 1],

and hence we obtain
d1+1∑
m=0

ϕx1
m (ξx1

i )Um,0 = Ux2(ξ
x1
i , 0)/[ϕx2

0 ]′(0), i = 0, . . . , d1 + 1,

which is a linear system in

[U0,0, U1,0, . . . , Ud1,0, Ud1+1,0]
T

with the matrix Bx1 . In a similar way, for β = 1, we obtain a linear system in

[U0,d2+1, U1,d2+1, . . . , Ud1,d2+1, Ud1+1,d2+1]
T

with the matrix Bx1 . In a similar way, using (35) and (36), we obtain the coefficients

{Um,n}d2+1
n=0 , m = 0, d1 + 1 in (33). It is not obvious at this point why Um,n,

m = 0, d1 + 1, n = 0, d2 + 1, obtained using (37), (38) are the same as those
obtained using (35), (36). However, note, for example, that (37) with j = 1, i = 0,
β = 0, and (32) yield

(g2)x1(0, 0) = Ux2x1(0, 0) = [ϕx1
0 ]′(0)[ϕx2

0 ]′(0)U0,0,

while (35) with i = 1, j = 0, α = 0, and (32) yield

(g1)x2
(0, 0) = Ux1x2

(0, 0) = [ϕx1
0 ]′(0)[ϕx2

0 ]′(0)U0,0.

Moreover, (3) and (2) imply

(g2)x1(0, 0) = ux2x1(0, 0) = ux1x2(0, 0) = (g1)x2(0, 0),

and hence U0,0 obtained using (37) is the same as that obtained using (35).
Next we discuss the matrix-vector form of (42). Using (33) and ξ = (ξx1

i , ξx2
j ),

i = 1, . . . , d1, j = 1, . . . , d2, for ∆Û(ξ) of (40) we have

(68) ∆Û(ξ) = ∆Û(ξx1
i , ξx2

j ) =

d1+1∑
m=0

[ϕx1
m ]′′(ξx1

i )
∑

n=0,d2+1

ϕx2
n (ξx2

j )Um,n



846 B. BIALECKI AND N. FISHER

+

d1+1∑
m=0

ϕx1
m (ξx1

i )
∑

n=0,d2+1

[ϕx2
n ]′′(ξx2

j )Um,n

+
∑

m=0,d1+1

[ϕx1
m ]′′(ξx1

i )

d2∑
n=1

ϕx2
n (ξx2

j )Um,n

+
∑

m=0,d1+1

ϕx1
m (ξx1

i )

d2∑
n=1

[ϕx2
n ]′′(ξx2

j )Um,n.

It follows from (66), (67) that (68) can be computed for all ξ ∈ Gr by multiplying
vector

[U0,0, U0,d2+1, U1,0, U1,d2+1, . . . , Ud1+1,0, Ud1+1,d2+1]
T

by the matrices

−Ãx1 ⊗ B̂x2 , −B̃x1 ⊗ Âx2 ,

and the vector

[U0,1, U0,2, . . . , U0,d2 , Ud1+1,1, Ud1+1,2, . . . , Ud1+1,d2 ]
T

by the matrices

−Âx1 ⊗Bx2 , −B̂x1 ⊗Ax2 .

Substituting (34) into (42) and taking ξ = (ξx1
i , ξx2

j ), i = 1, . . . , d1, j = 1, . . . , d2,
we obtain

−
d1∑

m=1

d2∑
n=1

[ϕx1
m ]′′(ξx1

i )ϕx2
n (ξx2

j )Um,n−
d1∑

m=1

d2∑
n=1

ϕx1
m (ξx1)[ϕx2

n ]′′(ξx2
j )Um,n = f(ξx1

i , ξx2
j ).

Hence it follows from (66), (67) that the matrix-vector form of (42) is

(69) (Ax1 ⊗Bx2 +Bx1 ⊗Ax2)u = f ,

where

(70) u = [U1,1, . . . , U1,d2
, . . . , Ud1,1, . . . , Ud1,d2

]T ,

f = [f1,1, . . . , f1,d2 , . . . , fd1,1, . . . , fd1,d2 ]
T , fi,j = f(ξx1

i , ξx2
j ).

Next we present an efficient method for finding a solution of (69). Following
(3.4) in [3], we introduce the matrices

(71) F1 = BT
x1
W1Bx1 , G1 = BT

x1
W1Ax1 ,

where the diagonal matrix W1 is defined by

W1 = diag
(
hx1
1 ω1, . . . , h

x1
1 ωr−1, . . . , h

x1

Nx1
ω1, . . . , h

x1

Nx1
ωr−1

)
.

Adapting the proof of Lemma 3.1 in [3] to the zero Neumann boundary conditions,
we can show that F1 is symmetric and positive definite and G1 is symmetric and
nonnegative definite. Since F1 is symmetric and positive definite and since G1 is
symmetric, Theorem 4.12 in [8] implies that there are a real diagonal Λ = diag

(λj)
d1
j=1 and a real nonsingular Z such that

(72) ZTG1Z = Λ, ZTF1Z = Id1 ,

where, here and in what follows, Ik is the identity matrix of size k. Since G1

is nonnegative definite it follows from the first equation in (72) that all λj are
nonnegative. Rank Ax1 = d1 − 1 since Ax1 is singular and since the first d1 − 1
columns of Ax1 are linearly independent (these columns are the same as the first

d1 − 1 columns of nonsingular Ãx1 in (83).) It follows from the second equation in
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(71) that Rank G1 = Rank Ax1 and it follows from the first equation in (72) that
Rank G1 = Rank Λ. Hence Rank Λ = d1 − 1 which implies that exactly one of the
λj , say λk, is 0.

The matrices Z and Λ of (72) can be obtained as follows (see [3]). Note a

factorization F1 = LLT , where L = BT
x1
W

1/2
1 , in place of the Cholesky factorization

of F1. Since G1 is symmetric and nonnegative definite, then so is

(73) C = L−1G1L
−T =W

1/2
1 Ax1B

−1
x1
W

−1/2
1 .

Hence there are orthogonal Q and diagonal Λ such that

QTCQ = Λ.

Then Z = B−1
x1
W

−1/2
1 Q and Λ satisfy two equations in (72) since

ZTG1Z = QTW
−1/2
1 B−T

x1
BT

x1
W1Ax1B

−1
x1
W

−1/2
1 Q = QTCQ = Λ,

QTW
−1/2
1 B−T

x1
BT

x1
W1Bx1B

−1
x1
W

−1/2
1 Q = QTQ = Id1 .

The matrices F1 and G1 of (71) can be viewed as banded. Hence the matrices
Z and Λ of (72) can also be obtained using the method of [7] which computes a

banded matrix C̃ orthogonally similar to the full matrix C of (73).
Using (72), (71), and properties of the matrix tensor product, we obtain(
ZTBT

x1
W1 ⊗ Id2

)
(Ax1 ⊗Bx2 +Bx1 ⊗Ax2) (Z ⊗ Id2) = (Λ⊗Bx2 + Id1 ⊗Ax2) .

Hence, (69) is equivalent to

(74) (Λ⊗Bx2 + Id1 ⊗Ax2)v = g,

where

(75) g =
(
ZTBT

x1
W1 ⊗ Id2

)
f , v = (Z ⊗ Id2)

−1
u.

We set
v = [v1, . . . ,vd1 ], vm = [vm,1, . . . , vm,d2 ],

g = [g1, . . . ,gd1 ], gm = [gm,1, . . . , gm,d2 ].

Then (74) is equivalent to

Ax2 + λjBx2vj = gj , j = 1, . . . , d2, j ̸= k,

(76) Ax2vk = gk.

Note that Ax2 is singular and Ax2 + λjBx2 , j ̸= k, is nonsingular. Since (69) is
consistent, (76) has infinitely many solutions. To find a solution of (69), it suffices
to find a solution of (76). To this end note that (76) is the matrix vector form of
the 1d collocation problem

(77) −v′′(ξx2) = g(ξx2), ξx2 ∈ Gx2 , v ∈ MN
x2
,

where

(78) g(ξx2
j ) = gk,j , j = 1, . . . , d2.

Since (77) has a solution, using (77) and (14), we have

(79) ⟨g, 1⟩x2 = ⟨−v′′, 1⟩x2 = 0.

Consider the 1d collocation problem

(80) −w′′(ξx2) = g(ξx2), ξx2 ∈ Gx2 , w ∈ MN ,D
x2

,

where g is that of (78) and

MN ,D
x2

= {v ∈ Mx2 : v′(0) = 0, v(1) = 0}.



848 B. BIALECKI AND N. FISHER

Note that {ψx2
j }d2

j=1, where

(81) ψx2
j = ϕx2

j , j = 1, . . . , d2 − 1, ψx2

d2
= Bx2

d2
,

is a basis for MN ,D
x2

. Substituting

(82) w(x2) =

d2∑
j=1

wjψj(x2)

into (80) and using (78) we see that the matrix vector form of (80) is

(83) Ãx2w = gk,

where w = [w1, . . . , wd2 ]
T and nonsingular Ãx2 differs from Ax2 only in the last

column. Using (79), (80), (14), (82), and (81), we obtain

0 = ⟨g, 1⟩x2 = ⟨−w′′, 1⟩x2 = −w′(1) = −wd2 [B
x2

d2
]′(1).

Since [Bx2

d2
]′(1) ̸= 0, we have wd2 = 0. Hence (83) gives

Ax2w = Ãx2w = gk,

which show that the solution w of the nonsingular system (83) is a solution of (76).
We arrive at the following matrix decomposition algorithm to obtain a solution

of (69).

Algorithm

1. Compute Z and Λ satisfying (72).
2. Compute g =

(
ZTBT

x1
W1 ⊗ Id2

)
f .

3. Solve (Ax2 + λjBx2)vj = gj , j ̸= k.

4. Solve Ãx2w = gk and set vk = w.
5. Compute u = (Z ⊗ Id2)v.

Algorithm produces a solution u of (69), which, through (70), gives U of (34).

For γ of (5) and known Û of (33) we determine c in U of (43) so that (44) holds.
Using the third equation in (13) and the first equation in (9), we obtain

c = γ − ⟨Û + U, 1⟩ = γ −
Nx1∑
i=1

Nx2∑
j=1

hx1
i h

x2
j

r−1∑
k=1

r−1∑
l=1

ωkωl(Û + U)(ξi,k, ξj,l).

It follows from (33), (34), (66), and (67) that the computation of all

(U + Û)(ξi,k, ξj,l) =

d1+1∑
m=0

d2+1∑
n=0

Um,nϕ
x1
m (ξi,k)ϕ

x2
n (ξj,l)

involves multiplying a vector by B̃x1 ⊗ B̃x2 . In this way we compute the OSC
solution U of (43) and (44) satisfying (51), where u is the solution of (1)–(3), (5).

6. Numerical Results

We solved the problem (1)–(3), (5) with the exact solution

u(x1, x2) = (x1 + cos(4πx1))(x2 + cos(4πx2))

for which γ = 1/4. For the values of N = 4, 9, 16, 25, we used the uniform partitions
δ1 and δ2 with stepsize h = 1/N . For r = 3, 4, 5, 6, in Tables 1 and 2, we computed
the H1 and L2 norm errors, respectively. The integrals in xi, i = 1, 2, in the H1

norm errors were computed using the composite Gauss-Legendre quadrature with
r + 2 nodes in each subinterval of the partitions δ1 and δ2 to make the quadrature
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Table 1. H1 norm errors and rates.

r = 3 r = 4
N error rate N error rate

5 1.0722e+00 5 1.4803e-01
10 1.3305e-01 3.0106e+00 10 9.4390e-03 3.9711e+00
15 3.9103e-02 3.0200e+00 15 1.8710e-03 3.9914e+00
20 1.6441e-02 3.0117e+00 20 5.9270e-04 3.9959e+00

r = 5 r = 6
N error rate N error rate

5 1.7781e-02 5 1.8201e-03
10 5.7001e-04 4.9632e+00 10 2.9192e-05 5.9623e+00
15 7.5410e-05 4.9886e+00 15 2.5751e-06 5.9882e+00
20 1.7924e-05 4.9944e+00 20 4.5907e-07 5.9942e+00

Table 2. L2 norm errors and rates.

r = 3 r = 4
N error rate N error rate

5 4.8915e-02 5 4.5198e-03
10 2.7439e-03 4.1560e+00 10 1.4346e-04 4.9775e+00
15 5.2469e-04 4.0800e+00 15 1.8884e-05 5.0010e+00
20 1.6395e-04 4.0436e+00 20 4.4790e-06 5.0019e+00

r = 5 r = 6
N error rate N error rate

5 3.7758e-04 5 3.0498e-05
10 6.1031e-06 5.9511e+00 10 2.4616e-07 6.9530e+00
15 5.3926e-07 5.9841e+00 15 1.4495e-08 6.9851e+00
20 9.6191e-08 5.9923e+00 20 1.9389e-09 6.9926e+00

errors negligible. We also computed the corresponding convergence rates using the
formula

rate =
log(ϵN1/ϵN2)

log(N2/N1)
,

where N1 < N2 are two consecutive values of N . As expected, the H1 norm rates
in Table 1 are close to r. The L2 norm rates in Table 2 appear to be close to r+1.
Bounding theoretically the L2 norm errors remains an open problem.
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Appendix

Proof of the second inequality in Lemma 2.4. It suffices to give a proof for i = 1.
Assume that

ϕi,k ∈ MN
x1
, i = 1, . . . , Nx1 , k = 1, . . . , r − 1,

is defined by

ϕi,k(ξ
x1

j,l ) = δi,jδk,l, j = 1, . . . , Nx1 , l = 1, . . . , r − 1,

where δi,j is the Kronecker delta. (The roles of our i, k are the same as in [10] while
the the roles of i, k in [16] are interchanged.) The existence of ϕi,k follows from
Lemma 2.1. Following the proof of Lemma 2.1 we have

(A.1) ϕi,k(x
(i−1)
1 )ϕ′i,k(x

(i−1)
1 ) > 0, i = 2, . . . , Nx1 , k = 1, . . . , r − 1.

Introduce

(A.2) ψv(x) =
[
1− L̃′

r−1(0)x
]
L̃r−1(x), ψd(x) = xL̃r−1(x), x ∈ [0, 1],

where L̃r−1 is the Legendre polynomial of degree r−1 on [0, 1] such that L̃r−1(0) =
1. Note that

(A.3) L̃r−1(x) = (−1)r−1Lr−1(−1 + 2x), x ∈ [0, 1],

where Lr−1 is the Legendre polynomial of degree r−1 on [−1, 1] such that Lr−1(1) =
1 and hence Lr−1(−1) = (−1)r−1 (see, e.g., (1.3.22c) in [18]). Using (A.2) it is easy
to verify that

ψv(0) = ψ′
d(0) = 1, ψ′

v(0) = ψd(0) = 0, ψv(ξk) = ψd(ξk) = 0, k = 1, . . . , r−1.

As in (5.12) of [16], for i = 1, . . . , Nx1 , k = 1, . . . , r − 1, and Im = [x
(m−1)
1 , x

(m)
1 ],

we have

(A.4) ϕi,k|Im = ϕi,k(x
(m−1)
1 )ψv,m + hx1

m ϕ
′
i,k(x

(m−1)
1 )ψd,m, m = 1, . . . , i− 1,
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where
(A.5)

ψv,m(x) = ψv[(x− x
(m−1)
1 )/hx1

m ], ψd,m(x) = ψd[(x− x
(m−1)
1 )/hx1

m ], x ∈ Im.

Using (A.4) and (A.5), we obtain (see (5.13) and (5.14) in [16])

(A.6) ϕi,k(x
(m)
1 ) = ϕi,k(x

(m−1)
1 )ψv(1) + hx1

m ϕ
′
i,k(x

(m−1)
1 )ψd(1), m = 1, . . . , i− 1,

(A.7)

ϕ′i,k(x
(m)
1 ) = [hx1

m ]−1ϕi,k(x
(m−1)
1 )ψ′

v(1) + ϕ′i,k(x
(m−1)
1 )ψ′

d(1), m = 1, . . . , i− 1.

(A.3) and L′
r−1(±1) = (±1)r(r − 1)r/2 (see, e.g., (1.3.22c) in [18]) give

L̃′
r−1(0) = −(r − 1)r, L̃′

r−1(1) = (−1)r−1(r − 1)r.

Hence it follows from (A.2) and (A.3) that

ψv(1) = ψ′
d(1) = (−1)r−1[1 + (r − 1)r], ψ′

v(1) = (−1)r−1(r − 1)r[2 + (r − 1)r],

which gives

(A.8) |ψv(1)| = |ψ′
d(1)| = 1 + (r − 1)r ≡ γr,

and along with ψd(1) = (−1)r−1 also implies that

(A.9) ψv(1), ψd(1), ψ
′
v(1), ψ

′
d(1) have the same sign.

Using (A.6), (A.7), (A.1), ϕ′i,k(x
(0)
1 ) = 0, (A.9), and (A.8), we have, for m =

1, . . . , i− 1,

|ϕi,k(x(m)
1 )| = |ϕi,k(x(m−1)

1 )ψv(1)|+ |hx1
m ϕ

′
i,k(x

(m−1)
1 )ψd(1)| ≥ γr|ϕi,k(x(m−1)

1 )|,

|ϕ′i,k(x
(m)
1 )| = |[hx1

m ]−1ϕi,k(x
(m−1)
1 )ψ′

v(1)|+ |ϕ′i,k(x
(m−1)
1 )ψ′

d(1)| ≥ γr|ϕ′i,k(x
(m−1)
1 )|.

Hence, for m = 1, . . . , i− 1,
(A.10)

|ϕi,k(x(m−1)
1 )| ≤ γ−1

r |ϕi,k(x(m)
1 )| ≤ γ−2

r |ϕi,k(x(m+1)
1 )| ≤ . . . ≤ γ−(i−m)

r |ϕi,k(x(i−1)
1 )|,

|ϕ′i,k(x
(m−1)
1 )| ≤ γ−1

r |ϕ′i,k(x
(m)
1 )| ≤ γ−2

r |ϕ′i,k(x
(m+1)
1 )| ≤ . . . ≤ γ−(i−m)

r |ϕ′i,k(x
(i−1)
1 )|.

The last equation and regularity of partitions give

(A.11) hx1
m |ϕ′i,k(x

(m−1)
1 )| ≤ hx1

m

hx1
i

hx1
i γ

−(i−m)
r |ϕ′i,k(x

(i−1)
1 )|

≤ Chx1
i γ

−(i−m)
r |ϕ′i,k(x

(i−1)
1 )|, m = 1, . . . , i− 1.

It follows from (A.4), the triangle inequality, (A.10), and (A.11) that
(A.12)

∥ϕi,k∥L∞(Im) ≤ |ϕi,k(x(m−1)
1 )|∥ψv,m∥L∞(Im) + hx1

m |ϕ′i,k(x
(m−1)
1 )|∥ψd,m∥L∞(Im)

≤ max{|ϕi,k(x(m−1)
1 )|, hx1

m |ϕ′i,k(x
(m−1)
1 )|}

(
∥ψv∥L∞(I) + ∥ψd∥L∞(I)

)
≤ Cmax{|ϕi,k(x(i−1)

1 )|, hx1
i |ϕ′i,k(x

(i−1)
1 )|}γ−(i−m)

r , m = 1, . . . , i− 1.

To bound |ϕi,k(x(i−1)
1 )| and hi|ϕ′i,k(x

(i−1)
1 )|, note that

(A.13) ϕi,k|Ii = ϕi,k(x
(i−1)
1 )ψv,i + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd,i + ψi,k,

where
ψi,k(x) = ψk[(x− x

(i−1)
1 )/hx1

i ], x ∈ Ii,

ψk|I ∈ Pr and

ψk(0) = ψ′
k(0) = 0, ψk(ξl) = δk,l, l = 1, . . . , r − 1.
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Assume k ̸= 1, r − 1. Then ψ′
k has r − 1 zeros in [0, 1] (ψ′

k has zero at 0 and zeros
between 0, ξ1, . . ., ξk−1, ξk+1,. . . , ξr−1). ψ

′
k has no other zeros in [0, 1]. ψk > 0 on

(ξk−1, ξk+1) and ψk changes sign r − k − 1 times at ξk+1, . . . , ξr−1. Hence

(A.14) ψk(1) > 0 when r − k − 1 is even, ψk(1) < 0 when r − k − 1 is odd.

ψ′
k(ξk+1) < 0 and ψ′

k changes sign r − k − 2 times in [ξk+1, 1]. Hence

(A.15) ψ′
k(1) < 0 when r − k − 2 is even, ψ′

k(1) > 0 when r − k − 2 is odd.

(A.14) and (A.15) hold also for k = 1, r − 1. For example, ψ′
1 has r − 1 zeros in

[0, 1] (ψ′
1 has a zero at 0 and zeros between 0, ξ2, . . ., ξr−1). ψ

′
1 has no other zeros

in [0, 1]. ψ1 > 0 on (0, ξ2) and ψ1 changes sign r − 2 times at ξ2, . . . , ξr−1. Hence
ψ1(1) > 0 when r − 2 is even and ψ1(1) < 0 when r − 2 is odd. ψ′

1(ξ2) < 0 and
ψ′
1 changes sign r − 3 times in [ξ2, 1]. Hence ψ′

1(1) < 0 when r − 3 is even and
ψ′
1(1) > 0 when r − 3 is odd. It follows from (A.14) and (A.15) that (cf. (5.4) in

[16])

(A.16) ψk(1)ψ
′
k(1) > 0, k = 1, . . . , r − 1.

Assume i ̸= 1, Nx1 and k ̸= 1, r − 1. Then, as in the proof of Lemma 2.1, ϕ′i,k

has r−1 zeros in [x
(i−1)
1 , x

(i)
1 ] (ϕ′i,k has zeros between x

(i−1)
1 , ξx1

i,1, . . ., ξ
x1

i,k−1, ξ
x1

i,k+1,

. . ., ξx1
i,r−1, x

(i)
1 ). ϕ′i,k has no other zeros in [x

(i−1)
1 , x

(i)
1 ]. ϕi,k > 0 on (ξx1

i,k−1, ξ
x1

i,k+1)

and ϕi,k changes sign r − k − 1 times at ξx1

i,k+1, . . ., ξ
x1
i,r−1. Hence

(A.17) ϕi,k(x
(i)
1 ) > 0 when r−k−1 is even, ϕi,k(x

(i)
1 ) < 0 when r−k−1 is odd.

ϕ′i,k(ξ
x1

i,k+1) < 0 and ϕ′i,k changes sign r − k − 1 times in [ξx1

i,k+1, x
(i)
1 ]. Hence

(A.18) ϕ′i,k(x
(i)
1 ) < 0 when r−k−1 is even, ϕ′i,k(x

(i)
1 ) > 0 when r−k−1 is odd.

(A.17) and (A.18) hold also for i ̸= 1, Nx1 and k = 1, r − 1. For example, ϕ′i,1

has r − 1 zeros in [x
(i−1)
1 , x

(i)
1 ] (ϕ′i,1 has zeros between x

(i−1)
1 , ξx1

i,2, . . ., ξ
x1
i,r−1, x

(i)
1 ).

ϕ′i,1 has no other zeros in [x
(i−1)
1 , x

(i)
1 ]. ϕi,1 > 0 on (xx1

i−1, ξ
x1
i,2) and ϕi,1 changes

sign r − 2 times at ξx1
i,2, . . ., ξ

x1
i,r−1. Hence ϕi,k(x

(i)
1 ) > 0 when r − 2 is even and

ϕi,k(x
(i)
1 ) < 0 when r − 2 is odd. ϕ′i,1(ξ

x1
i,2) < 0 and ϕ′i,1 changes sign r − 2 times in

[ξx1
i,2, x

(i)
1 ]. Hence ϕ′i,1(x

(i)
1 ) < 0 when r − 2 is even and ϕ′i,1(x

(i)
1 ) > 0 when r − 2 is

odd. (A.17) and (A.18) hold also for i = 1 and k ̸= 1, r − 1. Then ϕ′1,k has r − 1

zeros in [x
(0)
1 , x

(1)
1 ] (ϕ′1,k has a zero at x

(0)
1 and zeros between x

(0)
1 , ξx1

1,1, . . ., ξ
x1

1,k−1,

ξx1

1,k+1,. . ., ξ
x1
1,r−1). ϕ

′
1,k has no other zeros in [x

(0)
1 , x

(1)
1 ]. ϕ1,k > 0 on (ξx1

1,k−1, ξ
x1

1,k+1)

and ϕ1,k changes sign r − k − 1 times at ξx1

1,k+1, . . ., ξ
x1
1,r−1. Hence ϕ1,k(x

(i)
1 ) > 0

when r − k − 1 is even and ϕ1,k(x
(i)
1 ) < 0 when r − k − 1 is odd. ϕ′1,k(ξ

x1

1,k+1) < 0

and ϕ′1,k changes sign r − k − 1 times in [ξx1

1,k+1, x
(1)
1 ]. Hence ϕ′1,k(x

(1)
1 ) < 0 when

r − k − 1 is even and ϕ′1,k(x
(i)
1 ) > 0 when r − k − 1 is odd. (A.17) and (A.18) hold

also for i = 1 and k = 1, r − 1. For example, ϕ′1,1 has r − 1 zeros in [x
(0)
1 , x

(1)
1 ]

(ϕ′1,1 has a zero at x
(0)
1 and zeros between x

(0)
1 , ξx1

1,2, . . ., ξ
x1
1,r−1). ϕ

′
1,1 has no other

zeros in [x
(0)
1 , x

(1)
1 ]. ϕ1,1 > 0 on (x

(0)
1 , ξx1

1,2) and ϕ1,1 changes sign r − 2 times at

ξx1
1,2, . . ., ξ

x1
1,r−1. Hence ϕ1,1(x

(1)
1 ) > 0 when r − 2 is even and ϕ1,1(x

(1)
1 ) < 0 when

r − 2 is odd. ϕ′1,1(ξ
x1
1,2) < 0 and ϕ′1,1 changes sign r − 2 times in [ξx1

1,2, x
(1)
1 ]. Hence

ϕ′1,1(x
(1)
1 ) < 0 when r−2 is even and ϕ′1,1(x

(i)
1 ) > 0 when r−2 is odd. (A.17) holds
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also for i = Nx1 and k = 1, . . . , r − 1. It follows from (A.14) and (A.17) that (cf.
(5.21) in [16])

(A.19) ψk(1)ϕi,k(x
(i)
1 ) > 0, i = 1, . . . , Nx1 , k = 1, . . . , r − 1.

It follows from (A.15), (A.18), and ϕ′Nx1 ,k
(x

(Nx1
)

1 ) = 0, that (cf. (5.22) in [16])

(A.20) ψ′
k(1)ϕ

′
i,k(x

(i)
1 ) ≤ 0, i = 1, . . . , Nx1 , k = 1, . . . , r − 1.

Using (A.20), (A.13), and ψ′
k(1) ̸= 0, we have

(A.21)

0 ≥ hx1
i ϕ

′
i,k(x

(i)
1 )ψ′

k(1) = [ϕi,k(x
(i−1)
1 )ψ′

v(1) + hx1
i ϕ

′
i,k(x

(i−1)
1 )ψ′

d(1) + ψ′
k(1)]ψ

′
k(1)

> [ϕi,k(x
(i−1)
1 )ψ′

v(1) + hx1
i ϕ

′
i,k(x

(i−1)
1 )ψ′

d(1)]ψ
′
k(1).

It follows from (A.9) and (A.1) that ϕi,k(x
(i−1)
1 )ψ′

v(1) + hx1
i ϕ

′
i,k(x

(i−1)
1 )ψ′

d(1) and

ϕi,k(x1(i− 1))ψv(1)+h
x1
i ϕ

′
i,k(x

(i−1)
1 )ψd(1) have the same sign for i = 2, . . . , Nx1 . It

also follows from (A.9) and ϕ1,k(x
(0)
1 ) ̸= 0 that ϕ1,k(x

(0)
1 )ψ′

v(1) and ϕ1,k(x
(0)
1 )ψv(1)

have the same sign. Hence (A.21), (A.16), and ϕ′1,k(x
(0)
1 ) = 0 give

(A.22) [ϕi,k(x
(i−1)
1 )ψv(1) + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd(1)]ψk(1) < 0.

Using (A.19) and (A.13), we have
(A.23)

0 < ϕi,k(x
(i)
1 )ψk(1) = [ϕi,k(x

(i−1)
1 )ψv(1) + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd(1) + ψk(1)]ψk(1).

Equations (A.22) and (A.23) give

|[ϕi,k(x(i−1)
1 )ψv(1) + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd(1)]ψk(1)|

= −[ϕi,k(x
(i−1)
1 )ψv(1) + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd(1)]ψk(1) < ψ2

k(1),

which yields

(A.24) |[ϕi,k(x(i−1)
1 )ψv(1) + hx1

i ϕ
′
i,k(x

(i−1)
1 )ψd(1)]| ≤ |ψk(1)|.

It follows from (A.9) and (A.1) that ϕi,k(x
(i−1)
1 )ψv(1) and h

x1
i ϕ

′
i,k(x

(i−1)
1 )ψd(1) have

the same sign for i = 2, . . . , Nx1 . Hence (A.24) and ϕ′1,k(x
(0)
1 ) = 0 give

(A.25) |ϕi,k(x(i−1)
1 )| ≤ |ψk(1)|/|ψv(1)|, hx1

i |ϕ′i,k(x
(i−1)
1 )| ≤ |ψk(1)|/|ψd(1)|.

It follows from (A.12) and (A.25) that

∥ϕi,k∥L∞(Im) ≤ Cγ−(i−m)
r , m = 1, . . . , i− 1,

and by a symmetry of argument

∥ϕi,k∥L∞(Im) ≤ Cγ−(m−i)
r , m = i+ 1, . . . , Nx1 .

For m = i using (A.13) and (A.25), we have

∥ϕi,k∥L∞(Ii) ≤ C.

Hence

∥ϕi,k∥L∞(Im) ≤ Cγ−|m−i|
r , m = 1, . . . , Nx1 .
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The rest of the proof of the second inequality in Lemma 2.4 follows very closely the
proof of the second inequality of Theorem 5.5 in [16].
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