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NONLOCAL-IN-TIME DYNAMICS AND CROSSOVER OF
DIFFUSIVE REGIMES

QIANG DU AND ZHI ZHOU

Abstract. The aim of this paper is to study a simple nonlocal-in-time dynamic system proposed
for the effective modeling of complex diffusive regimes in heterogeneous media. We present its
solutions and their commonly studied statistics such as the mean square distance. This interesting
model employs a nonlocal operator to replace the conventional first-order time-derivative. It
introduces a finite memory effect of a constant length encoded through a kernel function. The
nonlocal-in-time operator is related to fractional time derivatives that rely on the entire time-
history on one hand, while reduces to, on the other hand, the classical time derivative if the
length of the memory window diminishes. This allows us to demonstrate the effectiveness of the
nonlocal-in-time model in capturing the crossover widely observed in nature between the initial
sub-diffusion and the long time normal diffusion.

Key words. Nonlocal model, nonlocal operators, mean square displacement, sub-diffusion, nu-
merical methods.

1. Introduction

Diffusion is one of the prominent transport mechanisms in nature. A conven-
tional normal diffusion typically refers to a diffusion process with the mean squared
displacement changing linearly in time. Over the last few decades, anomalous dif-
fusion has attracted a lot of attention due to its associations with many diffusion
processes in heterogeneous media [4, 28], though its origins and relevant mathe-
matical models can take significantly different forms [23, 33, 3, 26]. On one hand,
new experimental standards have been called for [32] to obtain more fundamental
statistics on anomalous diffusion processes. On the other hand, there are needs for
in-depth studies of novel models, which might be non-conventional and nonlocal
[33, 10].

The goal of this work is to present a simple dynamic equation that provides
an effective description of the diffusion process encompassing different diffusive
regimes. This is motivated by some recent experimental reports on the crossover
between initial transient sub-diffusion and long time normal diffusion in various
settings [17, 36]. The main feature of the proposed model is to incorporate memory
effect or time correlations with a finite and fixed horizon length, denoted by & > 0,
across the dynamic process. The memory kernel is constant in space and time
so that neither spatial inhomogeneities nor time variations get introduced in the
diffusivity coefficients. This is different from the approaches taken in other models
of anomalous diffusion like the variable-order fractional differential equation [35,
40, 38] or the diffusing diffusivity model [6, 16, 18]. Very recently, [2] presented
an interesting study on the use of different types of fractional differential equations
to capture crossovers from the initial superdiffusive regime to later normal and
subdiffusive regime. Our findings presented here complement those given in [2]
as we are aiming to study the opposite process of changing from subdiffusive to
normal regimes. On one hand, our nonlocal in time model is quite elegant: it does
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not require the introduction of a time dependent memory kernel, and it does not
involve spatial heterogeneities. On the other hand, the model under consideration
here is also very intuitive: due to the fixed memory span, the memory effect plays
an dominant role in the whole or a large part of the time history so that the
non-Markovian effect is evident during the early time period. As time goes on,
however, the fixed memory span becomes less and less significant in comparison
with the longer and longer life history. Hence, the process becomes more and more
Markovian like. As a result, the transition from sub-diffusion to normal diffusion
occurs naturally. A rigorous demonstration of this intuitive picture will be given
later in more details. We note that while the nonlocal-in-time diffusion equation
may be related to fractional diffusion equations [29, 30, 33] by taking special memory
kernels [1], they in general provide a new class of models that effectively serve as a
bridge between anomalous diffusion and normal diffusion, with the latter being a
limiting case as the horizon length § — 0.

Specifically, let A be the Laplacian (diffusion) operator in the spatial variable
x and g = g(z,t) represent the initial (historical) data, we consider the following
nonlocal-in-time diffusion equation for v = u(z, t):

) Gsu = Au Vit>0,
(1) u=g Vte(=4,0).
The nonlocal operator Gs in (1) is defined by

s
@) Goott) = [ M= sy as

0
where the memory kernel function ps = ps(s) is assumed to be nonnegative with
a compact support in (0,d) and is integrable in (0,46). In case that s~1ps(s) is
unbounded only at the origin, the integral in (2) should be interpreted as the limit
of the integral of the same integrand over (¢, ) for € > 0 as ¢ — 0, where such a
limit exists in an appropriate mathematical sense.

The nonlocal operator Gs has been discussed in [13, 11, 12], and it forms part
of the nonlocal vector calculus [9, 27]. The positive nonlocal horizon parameter
d appearing in (2) represents the memory span. For suitably chosen kernels, as
6 — 0, nonlocal and memory effects diminish, so that the zero-horizon limit of the
nonlocal operator Gsu corresponds to the standard first order derivative %u. In
particular, under the normalization condition

)
(3) / pa(s)ds = 1,

the kernel function ps(s) can be seen as a probabilistic density function(PDF) de-
fined for s in (0, §), so that the nonlocal operator (2) can be viewed as a ” continuum”
average of the backward difference operators over the memory span measured by
the horizon 0 > 0. The local limit, i.e., the standard derivative, is simply the ex-
treme case where ps(s) degenerates into a singular point measure at s = 0. In fact,
one can see from a formal Taylor expansion that

v > U(k) 0 v v
Goo(0) = G0+ 30 D [T tonteas = G0 + 0+ )

as 6 — 0. Then the nonlocal-in-time model (1) recovers the following classical
(local) diffusion model

Owu=Au  Vit>0, withu(0)=g(0).
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Meanwhile, in another extreme case that 6 — 0o, we may let the initial (histor-
ical) data g(x,t) := g(z) for all t € (—o00,0), and take the kernel function to be of
the fractional type, i.e.,

(4) ps(s) = ﬁsf"‘x(o)g)(s), for some «a € (0,1),

where x = x(0,5)(s) denotes the characteristic (indicator) function of (0, ). Then, as
§ — oo, the nonlocal operator G5 reproduces the Marchaud fractional derivative of
order «, which is equivalent to the Caputo fractional derivative for smooth functions
at time ¢ > 0 (e.g. [22, p.91]). As a consequence, the nonlocal-in-time diffusion
model (1) recovers the fractional sub-diffusion model for u = u(z, t):

Ofu—Au=0, Vit>0, withu(0)=g.

The fractional subdiffusion model has often been used to describe the continuous
time random walk (CTRW) of particles in heterogeneous media, where trapping
events occur randomly. In particular, particles get repeatedly immobilized in the
environment for a trapping time drawn from the waiting time probability density
function with a heavy tail, i.e., w(t) oc =71 as t — oo. [29, 30]. As discussed later
in Section 3, the nonlocal-in-time model (1) can be also related to a trapping model
where the kernel function ps describes the distribution of waiting time probability.

In comparison with the classical diffusion equation (the § — 0 local limit) and
fractional diffusion (the § — oo limit), the nonlocal-in-time evolution equation
provides a more general model and an interesting intermediate case to study the
”finite history dependence” with a given § € (0,00). The goal of this paper is to
present the modeling capability and the behavior of the solutions of the nonlocal-
in-time dynamics (1), so as to demonstrate how the simple PDE model can serve
as a bridge linking the two limiting scenarios described by the standard normal
diffusion and the fractional sub-diffusion respectively. We refer to [13, 11, 27, 12]
for more development on the mathematical background and numerical analysis of
the nonlocal operators and the nonlocal-in-time dynamic systems. We note that
some of the materials presented in this work appeared in [8], which was based on
an unpublished version of the results presented here, as acknowledged explicitly in
[8]. The materials are used here with permission.

2. Solutions of the nonlocal-in-time model

To begin with, we shall study the solution behaviour of the nonlocal-in-time
diffusion dynamics. Throughout the section, we choose fractional type memory
kernels of the type (4) as illustrations. This also allows us to make comparisons
with the local and fractional diffusion models. To correlate with data observed
from physical and biological experiments, we focus on the spatial solution profiles
at various stages and the time evolution of the mean square displacement.

2.1. Fundamental solutions. Our starting point the model (1) defined spatially
on the real line, with a time nonlocal initial distribution given by a time stationary
Dirac-delta measure in = at the origin, denoted by d(z). That is, we set in (1) that
g(z,t) = d(z) for z € (—o0,00) and ¢t € (—6,0). Under this setting, the solution
to (1) is usually called the fundamental solution, following the convention of local
in time PDE models. In particular, we consider kernel functions that have a unit
integral, as assumed in (3). Then, as 6 — 0, the limit of the solution indeed gives
the well-known fundamental solution of the heat equation, expressed by a Gaussian
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function L
2
up(x,t) = ———e ™% /4,
(1) 4mt
As a comparison, in another limit case where § approaches co, with the kernel
function (4), the nonlocal-in-time operator leads to a fractional derivative. In other
words, Gsu(t) = Goou(t) = Ofu(t). In this limit, the fundamental solution becomes

the Fox H function )
Uoo (T, 1) = itfa/QPa(m/ta/Q),

with P, (y) ~ Ay®e="" as y — oo for constants a = 22 p=(2- a)Z_%aﬁ,

2
and ¢ = 52— [25].
For the nonlocal-in-time diffusion model (1), let w(&,t) denote the Fourier trans-
form of fundamental solution u(x,t) with respect to x, we get a scalar nonlocal-in-
time initial value problem

gﬁa(fvt) + £2a(57t) =0

for t > 0 with an initial data @w(¢,t) =1 for ¢ € (—0,0). The Laplace transform of
u(&,t) with respect to time ¢ is given by

= 271K (2) 0
(€, z) = ————+, with K(z) = / (1 —e*)sps(s)ds.
K(z)+¢& 0

Applying the inverse Laplace and Fourier transforms, we obtain a formal analytic

representation of the solution
1 oo 1 o-+ioco _1K

w(z,t) = — léx 2 K(2)

27 J_ o 21 Joline K(2) + &2

1 oo zt 1 > i€x ZﬁlK(z)
P - el 7/
2mi o—ioco 2w —00 K(Z) + £2

1 o+ico
=5 e*'(x, 2) dz.

1

et dz d¢

de¢ dz

o—ioco

The above integrals are well-defined for (z,t) € R x (0,00). Moreover, we can
observe that the fundamental solution v = w(z,t) is continuous in = and ¢ and
piecewise smooth in & away from x = 0 for ¢t > 0. For z > 0, we can get

(5) Uz, 2) = @e—mm.

Concerning the time variation of the fundamental solution of (1) with the kernel
(7), for example at = 0, we note first u(0, z) is monotone decreasing in z and

L'2—a) a/2-1
6(072) s \ 4051,(12 as z — 09,
52_1/2 as z — 0.

Then the Karamata-Feller-Tauberian theorem [14] gives
VI(2—a) —a/2
w(0,0) ~ { Vimer(-arn)’ ast—0,
Vart
Again, as t — oo, the decay property remains to be the same as the standard
heat kernel, while as ¢ — 0, the solution behaves like O(t~*/?), which matches
with the behavior of the fundamental solution for the fractional sub-diffusion. This
observation is already very telling about the model (1) in capturing the crossover
of diffusion regimes.

as t — 0.
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As a more vivid illustration, Fig 1 shows a plot of the time evolution of the
numerical solution u(x,t) evaluated at x = 0 for &« = 0.2 and 6 = 0.1. The tangents
with different slopes, corresponding to —«/2 = —0.1 and —1/2 are also plotted
Fig 1 to further illustrate the two limiting regimes.

FIGURE 1. u(0,t) of nonlocal-in-time diffusion with 6 = 0.1, « = 0.2.

2.2. Mean square displacement (MSD). One of the most common character-
istics of the diffusion process is the mean square displacement (MSD), denoted by
m(t) and defined by

mt) = /]R 20(2, 1) da.

As in the previous discussion, we assume that the kernel ps is a normalized proba-
bility density function (PDF), i.e., (3) is satisfied.

By the expression of the fundamental solution (5), it is easy to see the corre-
sponding MSD m/(t) satisfies satisfies the nonlocal initial value problem

(6) Gom(t) =2Vt >0, withm(t)=0VYte[60],

One can get that m(t) = 2t as t — co. Meanwhile, if we select special kernels of
the fractional type:

(7) p(s) = (1— )3~ Ls™™,
then we have the asymptotic behaviour

: 11—«
m(t) ~ Mto‘ ast — 0.

(1—a)r
Note that when o — 1 the corresponding MSD m(t) becomes 2t. We again observe
the transition from the sub-diffusion initially to normal diffusion at a later time.

In figure 2, we plot the numerical solution of (6), i.e., the mean square displace-

ment of the nonlocal model corresponding to ps(s) given by (7) with & = 0.2 and
6 = 0.5. The initial power-law scaling with exponent 2a = 0.4 and the later linear
scaling, as well as the transition in between are also shown to better illustrate the
changes in different regimes. The simulated experiment further illustrates the ana-
lytically suggested change from the early fractional anomalous diffusion regime to
the later normal diffusion regime. This type of ”transition” or ”crossover” behavior
have been captured by a number of experimental observations, e.g. diffusion in lipid
bilayer systems of varying chemical compositions [19, Figure 2], hydration water
molecules [36, Figure 4B] and lateral motion of the acetylcholine receptors on live
muscle cell membranes[17, Figs. 3, 4] , as shown in the reproduced plots in figure
2.
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FIGURE 2. (a) The plot of MSD of nonlocal-in-time diffusion mod-
el (1) with « = 0.2 and § = 0.5 (A similar figure with a different
time range has also been presented in [8, Section 6.3]); (b) The im-
mobile AChRs: Crossover from sub-diffusion to normal diffusion
observed from the MSD curve [17, Figure 3] reproduced here with
permission. (¢) MSD derived from MD (black solid square) simula-
tions of hydration water molecules. Green and red lines represent
power-law fits in time window from 10ps to 100ps and from 10ns
to 100ns respectively [36, Figure 4B] reproduced here with permis-
sion.

Based on the earlier discussion, we know that if the initial condition g is history-
independent, i.e., g(x,t) := ugp(z), then m(t), the mean square displacement of the
nonlocal-in-time diffusion with a kernel function (7), is increasing and exhibits a
weak singularity in the beginning, the same as its fractional counterpart. We can
further study the dependence of MSD on the initial historical data by changing
the history-dependent initial data to the nonlocal-in-time model (1). In Figure
3, we plot the solution of initial value problem Gsm(t) = 2, with different initial
(historical) data for t € (—4,0):

1+2¢

a1 (t) = 5(1 + Qt), gg(t) = and gg(t) =10 % X[*&,&/Z]-

Our numerical results show that the solution m(¢) for the linear initial data
g1 decays in the beginning, due to the historical-dependence of the nonlocal-in-
time dynamics (where the initial data grows rapidly), and then increases at a later
time. For the initial data go, which is also linear in time but with a smaller slope
than the previous case, we observe a strictly increasing mean square displacement
function. In fact, one can prove that for initial data k(1+2t), the solution m(t) will
keep strictly increasing when k < 1. Meanwhile, for the step-like initial data g3,
the solution increases dramatically near ¢ = 0, and then decreases slightly before
its constantly linear growth. Through this simple experiment, we see that the
growth behavior of m(t) for various historical initial data can show quite different
characteristics. This merits further theoretical investigation.

2.3. More on the long time normal diffusion limit. The long-time normal
diffusion behavior can also be observed directly from the model (1) by a simple
scaling. In particular, for a typical rescaled density ps(s) = 6 1p1(d~1s) with
p1 being a density over the unit interval, then for §y and v(z,t) = u(z’.t") with
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FIGURE 3. Mean square displacement of nonlocal-in-time model
with different initial distribution, o = 0.2, § = 0.5.

~

x = 1651/2 and ¢ = 6, !, it holds that

g — vl — S
Gro(a.0) = [ HEIZIELE () as

S

1 2oz, t)—v(z,t—s) s
— %y
i/ B (5 ds
1 /<r>—<r> 5)ds
=35, s PiLs
1% u(@ ) —u@ t — ) ,
I Y 9 , d /
5% ), 7 ps(s') ds
1
= ?gglu(ﬂfl,t/),
0

by a change of variables § = ¢’y and s = s'dy. Then, using A v(z,t) = 55 ' Agv(a’,t'),
we see that for any solution u = u(z,t) of the nonlocal in time diffusion model (1),
the rescaled solution v satisfies the same equation in the rescaled variables corre-
sponding to a kernel with a rescaled horizon §' = §/dy (and rescaled initial data).

It is then interesting to consider some limiting cases. For example, if we let
09 — oo, then the rescaled horizon ¢’ goes to zero. In this case, we know that
Gy is effectively the conventional local time derivative. We thus see that with a
diminishing memory effect, v approximately satisfies the classical normal diffusion
on the O(t) scale, which also implies that u effectively behaves like the normal
diffusion on the long time scale O(t') >> O(t).

For a fixed nonlocal horizon § and at a given time ¢, one may derive the asymp-
totic behavior of the solution to the nonlocal-in-time model (1), as x — oo, from
its Laplace transform. In particular, we have

a/2716705|w\z0‘/2’

- 1
u(z, z) = 582 as z — 00,

for ¢s = /T(2 — a)6*La~L. Hence by inverse Laplace transform, we have
1
u(z,t) ~ 5057?‘”‘/231/2(051‘/25‘1/2), as t — 0,

with the Fox H function P,. This implies that u(z,t) has a fractional exponential
tail, i.e., for a fixed ¢t > 0,

u(z,t) ~ Aayg,te_ba"svﬂz/(%a), as x — oo.
2.4. Smoothing properties. In addition to statistics like the MSD, another in-
teresting feature of the nonlocal-in-time dynamics is its gradual smoothing property.
The latter refers to the fact that the solutions can become more and more smooth
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(as functions of the spatial variables) as time goes on. Such a property can be
derived similarly as done in [13]. In fact, with the fractional kernel function in (7),
we may see that

(€, )] < ¢/ (1+ bslg*t*)

for any ¢t > 0 and some constants ¢ and bs [13, Theorem 3.2]. This implies that
€]5[@(€,t)| is square-integrable in (—oo,00) only if s < 2. This restriction reflects
the limited smoothness of the fundamental solution, i.e., the solution w(z,t), for
any t > 0, has nearly 3/2-order square integrable fractional spatial derivative and
hence is only piecewise smooth. In fact, it roughly gains two more orders of dif-
ferentiability with each additional ¢ increment in time. This observation indicates
that the smoothing of the solution u(z,t) takes place incrementally over time.

2.5. Comparison with fractional and normal diffusion via numerical il-
lustrations. In Figure 4, we plot the numerical solution of the nonlocal-in-time
model with § = 0.1, @ = 0.3, and compare with solutions of the related fractional
diffusion and normal diffusion. The initial data is the Dirac-delta measure concen-
trated at the origin. We use the numerical solution in the finite domain (—50, 50)
with Dirichlet boundary condition to approximate the numerical solution in the
infinite domain (—o0, 00).

—t=0.05 07 —t=0.05
t=0.15 06 t=0.15
! —t=0.25 05 ! —t=0.25

FIGURE 4. Left: Numerical solutions of the nonlocal-in-time diffu-
sion equation with § = 0.1, & = 0.3. Middle: Numerical solutions
of the fractional diffusion with o = 0.3. Right: Numerical solutions
of the local diffusion.

From numerical experiments, we observe that the solution of the nonlocal in
time model is only spatially piecewise smooth and is getting more regular as ¢
increases (the green and red curves in Figure 4 (left)). This interesting observation
shows that, as another distinct feature of the finite memory effect of the nonlocal-
in-time model, the solution has the same smoothing property as the corresponding
fractional sub-diffusion (Figure 4 (middle)) initially, but gets improved smoothing
property at a later time, and finally exhibits the similar smoothing behaviour of
normal diffusion (Figure 4 (right)) as ¢ tends to infinity.

In above comparison, the kernel in (7) differs from the po used for the fractional
diffusion up to a constant factor. If a new kernel is taken as vps with a constant
factor v > 0, then the fundamental solution of the nonlocal model with the new
kernel is u(z/\/v,t), with u(z,t) being the fundamental solution of (1) with the
original kernel.

It is interesting to numerically test the local limit of the nonlocal-in-time model.
In Figure 5, we plot the numerical solutions of nonlocal-in-time model with different
nonlocal horizons at ¢ = 0.1 and 0.5, as well as the difference between the nonlocal
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FIGURE 5. Figures (a) and (b): The plot of numerical solution-
s of nonlocal-in-time diffusion at ¢ = 0.1, 0.5 with a = 0.5 and
different nonlocal horizons. Figures (¢) and (d): The plot of differ-
ence between solutions of nonlocal diffusion with different nonlocal
horizons and the solution of local diffusion.

solutions and the local one. It can be observed that as § goes to zero, the solution
of the nonlocal diffusion model converges to the solution of the local one.

2.6. Nonlocal-in-time dynamics on a finite spatial domain. To complement
the study on the infinite spatial domain, we now examine the nonlocal-in-time
parabolic equation (1) in a bounded domain. Specifically, we consider the following
initial-boundary value problem for v = u(x,t):

Gsu(z,t) — Au(z,t) =0, in  x [0,T7,
(8) u(z,t) =0, in 9Q x [0, T,
u(z,t) = g(z,t), in  x [-4,0),

where ) is a bounded convex polyhedral domain in R? (d > 1) with a boundary
09). Theoretical studies of the initial-boundary value problem (8), such as well-
posedness, regularity estimate, numerical analysis, and asymptotic behaviour, can
be found in [13].

To illustrate our findings, we use the fractional kernel given by (7) and com-
pare its solution behavior with those of fractional diffusion and local diffusion. In
Figure 6, we present a numerical solution of a 1-D nonlocal model (8) in the unit
interval Q = (0,1), at different time, with § = 0.1 and « = 0.5. In our computa-
tion, the initial (historical) data is taken as a Dirac-delta measure concentrated at
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u(x,t)
u(x,t)

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X X X

(a) t =0.05 (b) t =0.15 (c) t =0.25

FIGURE 6. Numerical solutions of local (red curve), fractional
(green curve) and nonlocal (blue curve) diffusion models, § = 0.1
and a = 0.5.

x =1/4 and x = 3/4. We observe that the nonlocal diffusion gradually regularize
the solution as t increases. Moreover, the fractional diffusion decays fastest for
small ¢, and the classical local diffusion decays fastest for large ¢, while nonlocal
diffusion exhibits an intermediate behavior.

(a) nonlocal, t = 0.1 (b) fractional, ¢ = 0.1 (c) local, t = 0.1

0.15l
0.1

(d) nonlocal, t =1.1 (e) fractional, t = 1.1 (f) local, t =1.1

FIGURE 7. Numerical solutions of nonlocal (left), fractional (mid-
dle), local (right) models with Q = (0,1)2, § = 1 and a = 0.5 at
different time.

Finally, we show a two-dimensional example with Q = (0,1)? and an initial data
given by the Dirac-delta measure concentrated on the cross (0.25,0.75) x {0.5} U
{0.5} x (0.25,0.75). Comparisons with the corresponding solutions of the fractional
and local diffusion models are all provided.

3. Additional discussions on nonlocal-in-time models

As we can see from the examples presented in this paper, the nonlocal-in-time
model (1) is a simple modification of the traditional dynamic systems where the
instant rate of change (9;u) is replaced with a nonlocal rate of change (Gsu). The
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local limit, i.e., the standard derivative, is simply the extreme case where the kernel
function ps(s) in (2) degenerates into a singular point measure at s = 0. On the
other hand, we have known that by picking suitable fractional type kernels with
0 — o0, the nonlocal-in-time model can recover fractional subdiffusion equations
as well. We thus advocate the equation (1) as a more general model which build
an bridge between classical diffusion and time-fractional subdiffusion equations.

There have been a large number of studies on time-fractional dynamics, which
are used to model the continuous time random walk of particles in heterogeneous
media [29, 4, 30]. The fractional derivative arising in fractional sub-diffusion model
results from a fractional power-law type waiting time probability. However, such
specific choices of memory kernels are rather artificially restrictive. One may argue
that perhaps there remains a lack of compelling evidence that the nature is confined
by such limited forms of kernels.

For example, let us consider the situation where particles may explore some
environment that is a kind of labyrinthine (bearing short-time sub-diffusion) but
homogenizes on large length scales (resulting in a long-time normal diffusion). In
recent experimental studies of such systems, there have been a number reports
on different diffusion regimes from short-time sub-diffusion to long-time normal
diffusion, e.g., [19, 17]. This motivates people to look for a simple and effective
model to capture the transient dynamics.

Naturally, there might be different mathematical models which are able to capure
such crossover phenomena. As an example, besides the recently proposed diffusing
diffusivity model (cf. [6, 16, 18]), a variable-order fractional diffusion equation

(9) Wy — Au=f

has been used in [35] with a time-dependent order «(t). However, analyzing such
model (theoretically or numerically) remains a difficult task from a mathematical
perspective, besides the challenge for further physical validation. See also [40, 3§]
for an alternative variable-order subdiffusion model.

Another popular model to capture the crossover between subdiffusion and normal
diffusion is the time-tempered fractional diffusion equation [39, 15, 31]

(10) 0 u—Au=f

where the time-tempered fractional derivative is defined as 9;"“u(t) := e~ 7t (e u(t)]
with constants o > 0 and « € (0,1). Note that the historical effect of the model
(10) dates back to ¢t = 0 and its smoothing effect is always second-order in Sobolev
spaces for all t > 0.

In contrast, the nonlocal-in-time model (1) with a constant finite history de-
pendence leads to a more direct and intuitive way to interpret and to capture the
crossover behavior. Moreover, although different models may produce similar be-
havior on MSD, other statistics and spatial/temporal patterns of the solutions may
differ [28, 34]. Thus, it is important to conduct more mathematical investigations
and numerical simulations, like the studies presented here, in order to provide a
deeper understanding of the underlying process.

From a modeling perspective, the nonlocal-in-time model (1) can also be ex-
plained by a model of random walk with trapping events driven by a given prob-
ability intensity. For a truncated fractional kernel function of the type (7), the
probability intensity of the trapping event is related to cas™* 'x(0,6) =: ps(s)/s.
As an illustration, let us focus on a simple 1-D case as follows.

In discrete time steps with a uniform step size 7, a random walker is assumed to
stay in its current position, or move to one of its nearest neighbor sites with length
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h and in a random left or right direction. Let u(x,t) be the probability that the
walker appears at position  and time ¢, n(x,t) be the probability that the walker
has just arrived at x and ¢, and wy is the probability that the walker waits for at
least k7 after arriving at a position.

Under the assumption that the maximal waiting time is J, we then derive

8T

(11) u(z,t) = Zwkn(a:,t — k1) +n(x,t),
k=1

We let py, be the probability that the walker stops exactly k7 after its arrival, which
for k=1,2,...,8/7, is assumed to be of the form:

1 kT
1=|— _O‘d _ad
Pk—1 (kT /(k_l) S Z kT/ 8

Then, it is obvious that

k-1
wp =1-— Zpk--
i=0
The discrete model of random walk with trapping events gives that for h small,
n(x,t) = 2/71 %( (x — h,t —k7) +n(x + h,t — k7))pr—1
~ Z‘S/T (n(z,t — k7) + %an(w, t—k7T))pr—1.
Let G5 be a discrete nonlocal-in-time operator defined by
- S/T kT 0/1 w( kT
(1G5u(t) = u(t)( A (h—1)r P5(5) ds) - 3l fk 1)r Po(8) ds,

with ps(s) = (1 — )6 ts™®. Then a simple calculation by Taylor’s expansion
yields that GJu(t) =~ Gsu(t) for small 7, and for

a)d*t f/ sT%ds

we can derive that

5/T 1 kT
Z o ps(8)ds = ¢cs5 T
h—1 T (k—1)T

Therefore, we observe that for for small 7® ~ h2,

Cs,a h?
5 — Nz (2,) = 0.
-

The nonlocal-in-time model (1) also follows from (13) by applying G on the equa-
tion (11), using (13) and letting 7 ~ h% — 0.

To substantiate this stochastic explanation, we compared numerical solution
of (13) computed by finite different method with the Monte-Carlo solution using
the particle method, in Figure 8. We consider the infinite domain in one space
dimension = R, and let the initial (historical) data be the Dirac-delta measure
concentrated at x = 0 i.e., we only track the movement of a single particle, starting
from the position x = 0. Numerical results indicate that the Monte-Carlo solution
fits the finite difference solution very well, and this supports our theoretical results.

(13) gsn(z,t) —
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FIGURE 8. Numerical solutions of the nonlocal-in-time diffusion
equation with 6 = 0.2, o = 0.75 and Dirac-Delta initial condition,
at t = 0.1, 0.2, 0.3 and 0.4, respectively.

4. Numerical approximation and challenges

Sine the closed-form solution of the nonlocal-in-time model (1) is not available in
general, it is important to design efficient numerical methods to approximately solve
it. In this section, we shall briefly introduce some numerical methods for initial-
boundary value problem (8), with the fractional-type kernel function defined as
(7), and discuss the challenge in computation and analysis of the resulting discrete
system. See the monographs [37] and [21] for the numerical treatment for its normal
diffusion and fractional subdiffusion counterparts, respectively.

As we introduced in Section 2, one distinct feature of the nonlocal-in-time dif-
fusion is the gradual smoothing effect in space, which only allow low-order spatial
approximation for small ¢ due to the limited regularity, in case of nonsmooth initial
condition, but might allow high-order spatial approximation for large ¢. Follow-
ing the standard setting in [37, 20], we apply the finite element method (FEM)
in space. Let T, be a shape regular quasi-uniform triangulation of the domain
into d-simplexes, with a mesh size h. Over T, let X} be the finite element space
consisting of continuous piecewise r-th order polynomials. Then the semidiscrete
Galerkin FEM for problem (8) reads: find uy(t) € X}, such that

(géuh7X)+(vuhavX):(faX)7 VXEXiu T2t>07
uh(t) = Phgv
where Py, : L?(Q) — X}, denotes the L?-projection defined by
(PhQDaX):(QO?X)v ngXh.

In [13], we study the semidiscrete scheme by using FEM with r = 1, provided that
the initial condition is regular and compatible with the boundary condition. Here

(14)
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we shall briefly examine the high-order FEM, and show various convergence rates
in different temporal regimes.

The time discretization is based on the so-called quadrature-based finite differ-
ence methods, which has already been intensively studied for the space-nonlocal
diffusion models [8]. To this end, we partition the time interval [0, 7] uniformly,
with grid points t,, = n7, and a time step size 7 = T/N. Note that the Gfu(t,)
defined in (12) is a first-order approximation of Gsu(t,). The convergence and
asymptotically compatibility has been analyzed in our preceding work [5]. Here we
would like to propose time stepping schemes with higher convergence rates.

For example, we shall apply the discretization using interpolation of piecewise
linear polynomials, i.e.,

(15)
Gs(u)(tn
[t et
-/ =) pis)d
8/T=1  L(k41)r w(tn) — u(tn — 8)

- Ps(8) (i y — ot = s)ultnk) + (s — ti)ultn-r—1) )
~x [ (e )

T

By Taylor’s expansion, we can easily verify that the truncation error is second-order
in case that the function u is regular enough with ¢t € [—4, 7.

Then we obtained a fully discrete scheme for approximately solving the initial-
boundary value problem (8): find U,, € X5, n=1,2,..., N, such that

(16) (G52Un, x)+ (VU,,Vx) =0V x € X}, with U_j, = g(—t3), 0 < k < §/7—1.

To test the proposed numerical scheme, we consider a one-dimensional problem
in unit interval Q@ = (0, 1), with the initial condition:

glz,t) :=6(x — %), Vitel-40].

§(z— %) denotes the Dirac-delta measure concentrated at = % Since closed-form
exact solution is not available, we use very fine meshes in both space and time to
compute a reference solution, i.e., h = 1073 and 7 = 1074,

First of all, we test the approximation error in space. To this end, we fix small
step size 7 = 10™% so that the error incurred by temporal discretization is negligible.
In our computation, we let = 4 and 6 = 0.2. In Table 1, we show the space error for
different « and at different T'. Even though the initial data is weak, we still observe
a stable convergence rate of order O(h2) for ¢t € (0,6), O(h%) for t € (4,26), due
to the gradual smoothing property of the nonlocal-in-time diffusion. The rigorous
error analysis in different regimes is unclear, because the standard technique such
as energy argument or solution operators (see e.g., [37, Chapter 3] and [20]) are not
directly applicable. Besides, how to develop a high-order approximation of solution
for small ¢ is still unclear and warrants further investigation.

Next, we test the approximation error in time. In our computation, we fix r = 4
and h = 1/1000, and choose the time-independent initial condition

g(x,t) :=g(z) = 2(1 — 2), Ve (0,1)
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Even though the time discretization is second-order accurate (for smooth functions),
we can only observe a first-order convergence in practice, cf. Table 2. This might
be due to the low regularity (in the time variable) of the solution near ¢ = 0, and
the historical initial data is not compatible with the dynamics. To improve the
convergence rate, one simple strategy is to modify the numerical scheme at the first
step

B 1
(g6’2UTL7X) + (VUVHVX) = 7§(v9a VX) vX € Xha n=1;

(G72Un,X) + (VU VX) =0  VYxeX, n>2

with U_y = Pug(x) for k = 0,6/7 — 1. This simple modification significantly
improves the convergence rate for solving nonlocal-in-time diffusion (8), cf. Table
3. For a < 0, we observe seconder-order convergence for all ¢ > 0, while for
a € (0,1), the numerical results show the empirical convergence rate of order
O(7%72) for any ¢ > 0. The rigorous analysis of the modified numerical scheme (17)
is challenging and differs substantially from that of its classical diffusion counterpart
[24] and the time-fractional diffusion [20]. There are many interesting and open
questions, e.g., how to improve the convergence rate in case of time-dependent
initial condition, how to develop a second-order scheme for the case that a > 0,
whether the modified schemes are asymptotically compatible or not, etc. We plan
investigate those problems in our future studies.

(17)

TABLE 1. Numerical scheme (16), error in space, with § = 0.1,
h=1/M,7=10""%

a |T\M 5 10 20 40 rate

0.1 |4.99%-3 1.75e-3 6.18e-4 2.15e-4 |~ 1.52
0.25 0.3 | 3.70e-6 3.03e-7 2.62e-8 2.30e-9 | =~ 3.52
0.5 | 8.69e-8 2.54e-9 8.25e-11 2.23e-12 | =~ 5.10
0.1 |6.96e-3 2.45e-3 8.66e-4 3.02e-4 |~ 1.52
—0.25 | 0.3 |793e-6 6.77e-7 5.91e-8 5.2le-9 | ~ 3.52
0.5 | 1.12e-7 3.32¢-9 1.07e-10 2.93e-12 | = 5.07

TABLE 2. Numerical scheme (16), error in time at 7" = 0.3, with
§=0.1,7=1/N.

a\N 100 200 300 400 rate

0.25 | 2.83e-5 1.40e-5 6.98e-6 3.48e-6 | ~ 1.01
0.75 | 3.51le-b 1.68e-5 8.11le-6 3.93e-6 | ~ 1.05
—0.25 | 2.85e-5 1.42e-5 7.10e-6 3.54e-6 | = 1.00
—0.75 | 2.92e-5 1.46e-5 7.28e-6 3.64e-6 | = 1.00

5. Conclusion

In conclusion, through the computation of solutions and their statistics such as
the mean square displacement, and through the comparisons of them with the local
and fractional counterparts, this paper shows that the nonlocal-in-time diffusion
with a finite memory can be a very effective model that provides an intermediate
case between normal and fractional diffusions and can serve to describe effectively
various processes involving crossovers of different diffusion regimes. The model is
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TABLE 3. Modified scheme (17), error in time at T = 0.3, with
§=0.1,7=1/N.

a\N 100 200 300 400 rate

0.25 | 4.18e-7 1.39e-7 4.51e-8 1.43e-8 | =~ 1.65
0.75 | 8.62e-6 3.66e-6 1.55e-6 6.56e-7 | ~ 1.24
—0.25 | 7.60e-8 1.83e-8 4.42¢-9 1.07e-9 | = 2.05
—0.75 | 1.09e-7 2.73e-8 6.82e-9 1.71e-9 | = 2.00

showing promises in capturing experimental observations of diffusion in heteroge-
neous media without introducing complications and heterogeneities in the model
themselves. The essence lies in the finite memory effect and how it compares with
the overall dynamic history. One may naturally ask how the memory kernel and
the horizon should be chosen, which becomes an interesting inverse problem to be
further investigated. Other interesting issues to be studied include the connection
to other models of anomalous diffusion such as those discussed in the above and in
Section 1 and the replacement of normal diffusion operator (the Laplacian A) by
nonlocal diffusion operators in the spatial directions. The latter is often associated
with super-diffusion [10, 7], so that a combined nonlocal in time and space diffusion
model might effectively describe sub-, normal- and super-diffusion regimes. Finally,
as we discussed in last section, the distinct feature of the nonlocal model results
in a lot of interesting and open questions in the simulation and related numerical
analysis.
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