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MONOLITHIC AND PARTITIONED FINITE ELEMENT
SCHEMES FOR FSI BASED ON AN ALE DIVERGENCE-FREE
HDG FLUID SOLVER AND A TDNNS STRUCTURAL SOLVER

GUOSHENG FU

Abstract. We present novel (high-order) finite element schemes for the fluid-structure interaction
(FSI) problem based on an arbitrary Lagrangian-Eulerian divergence-free hybridizable discontinu-
ous Gakerkin (ALE divergence-free HDG) incompressible flow solver, a Tangential-Displacement-
Normal-Normal-Stress (TDNNS) nonlinear elasticity solver, and a generalized Robin interface
condition treatment. Temporal discretization is performed using the high-order backward differ-
ence formulas (BDFs). Both monolithic and strongly coupled partitioned fully discrete schemes
are obtained. Numerical convergence studies are performed for the flow and elasticity solvers,
and the coupled FSI solver, which verify the high-order space-time convergence of the proposed
schemes. Numerical results on classical two dimensional benchmark problems also showed good
performance of our proposed methods.

Key words. Divergence-free HDG, ALE, FSI, TDNNS, generalized Robin condition, partitioned
scheme.

1. Introduction

Fluid-structure interaction (FSI) describes a multi-physics phenomenon that in-
volves the highly non-linear coupling between a deformable or moving structure and
a surrounding or internal fluid. There has been intensive interest in numerically
solving FSI problems due to its wide applications in biomedical, engineering and
architecture fields [18,32,48].

Based on different temporal discretization strategies, the numerical procedure
to solve FSI problems can be broadly classified into two approaches, see, e.g., [76]:
the monolithic approach and the partitioned approach. The monolithic approach
[5,40,49,65,73,95] solves for the fluid flow and structural dynamics simultaneously
by a unified algorithm. Since the interfacial conditions are automatically satisfied in
the solution procedure, monolithic schemes allow for more rigorous analysis of dis-
cretization and solution techniques, and are usually more robust than partitioned
schemes. On the other hand, the partitioned approach [30, 34, 66] gains compu-
tational efficiency over the monolithic approach by solving the fluid and structure
sub-problems separately in a sequential manner, usually with the help of a proper
explicit coupling condition on the fluid-structure interface to separate the fluid and
structure solvers. But the design of efficient partitioned schemes that produce sta-
ble and accurate results remains a challenge, especially when the fluid and structure
have comparable densities, as it happens in hemodynamic applications, due to nu-
merical instabilities known as the added mass effect [17]. The design and analysis
of partitioned numerical methods that address the added mass effect remains an
active research area in the past decade, see, e.g., [1,3,4,10,14,39] and references
cited therein.

The finite element method is one of the most popular choices for the numerical
simulation of FSI problems [6,11,12,86]. Of particular relevance to the current
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contribution is the class of discontinuous Galerkin (DG) finite element schemes,
which has gained increased interest in the computational fluid dynamics community
[21,27,29] due to their distinctive features, such as the ability to achieve high-order
accuracy on complex geometries using unstructured meshes and meshes with general
polygonal/polyhedral elements, the flexibility in performing h- and p-adaptivity,
the local conservation property, and the upwinding stabilization mechanism for
stabilizing dominant convection effects.

One of the major difficulties in nonlinear FSI problems stems from the movement
of the fluid domain, which makes these problems computationally very challenging,
where the major bottleneck is a robust fluid flow solver on deforming domains.
Various techniques have been introduced for fluid problems with moving boundaries
and interfaces, which include the interface-tracking approaches, e.g., the arbitrary
Lagrangian-Eulerian (ALE) method [31,50] and the space-time method [59, 85, 89]
where the computational mesh tracks and fits with the moving interfaces, and the
interface-capturing approaches, e.g., the immersed boundary method [60,72], the
immersed finite element method [57,94], the fictitious domain method [46], and the
extended /generalized finite element method [19,41], where the computational mesh
is static and does not fit to the moving interfaces. The current work focuses on the
ALE approach for the fluid solver; see, e.g., [38,58,70] for ALE-DG schemes for
compressible flow problems, and [36,90] for incompressible flow problems.

There have been a few ALE-DG fluid solver based schemes for FSI problems,
see, e.g., [37,42,71] where the nonlinear structure equations were discretized using
the standard conforming Galerkin (CG) method, and [54,90] where the structure
equations were also discretized using DG methodologies. We also cite the related
work [2] on space-time DG FSI solvers. One major criticism of DG schemes for prob-
lems involve linear system solvers is their associated high computational cost when
compared to standard CG schemes, mainly due to a larger number of (element-
based) degrees of freedom (DOF's) and the element-element DOF's couplings in the
resulting linear system problem. The hybridizable discontinuous Galerkin (HDG)
methods [20, 25, 64] were introduced to try to address this criticism. Basically,
HDG schemes introduce facet-based DOFs on the mesh skeleton so that element-
element DOFs couplings in the standard DG schemes are replaced by facet-element
couplings, which result in a reduced globally coupled linear system involves facet-
based DOF's only after a static condensation procedure that locally eliminates the
(local) element-based DOFs. Hence the computational cost of HDG schemes are
usually much lower than that of the DG schemes, especially for high-order approx-
imations [53,93]. Besides being computationally cheaper, the HDG methods also
produce more accurate approximations than DG methods for certain problems due
to their superconvergence property [22-24,74].

The first HDG scheme for FSI problems was introduced in [81], where the au-
thors combined the HDG incompressible flow and elasticity solvers [64] with a
monolithic ALE formulation. The method was further improved in [82] with a re-
duced computational cost that uses a more efficient elasticity HDG solver and a
linear finite element approximate for the ALE map. More recently, an ALE parti-
tioned scheme [55] based on an HDG formulation for the compressible fluid and a
CG formulation for the structure has been proposed for FSI problems with a weakly
compressible fluid.

For incompressible flow problems, numerical discretizations that yield point-wise
divergence-free velocity approximations have attracted increased attention [51], due
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to their exact mass conservation property. DG schemes with strongly mass conser-
vative velocity approximations were initially introduced in [26], where the key idea
is to use an H (div)-conforming velocity approximation that guarantees a point-wise
divergence-free velocity approximation. The H(div)-conforming DG schemes has
been extended to H(div)-conforming HDG schemes [28, 45, 56], where additional
DOFs on the mesh skeleton (facets) are used to approximate the tangential com-
ponent of velocity field. Very recently, the H (div)-conforming HDG scheme for in-
compressible flows has been applied to moving domain problems [43,61] and to FSI
problems [63] using the ALE framework. In particular, in [63] the authors discussed
in details the first realization of ALE formulation within H (div)-conforming finite
elements that use the Piola mapping. Therein, the structure solver was discretized
using the standard CG method. We also mention two recent publications [16,52]
that promote the use of strongly mass conserving fluid solvers for FSI problems
within the immersogeometric analysis framework.

In this contribution, we present a novel HDG-based scheme to solve the nonlinear
FSI problem modeled by the incompressible Navier-Stokes equations in the fluid
domain and the equations for nonlinear hyperelasticity in the structure domain.
The fluid problem is discretized on the moving domain with an ALE divergence-free
HDG scheme, and the structure problem is discretized using a hybridized tangential-
velocity-normal-normal-stress (TDNNS) scheme recently introduced in [62]. The in-
terface coupling is treated via a generalized Robin condition following [8,13,15,79],
and both monolithic and partitioned fully discrete schemes are presented. We
further use high-order backward difference formulas (BDF's) for the temporal dis-
cretization. Salient features of the the proposed scheme include

e Guaranteed exactly divergence-free fluid velocity approximation through-
out on the moving mesh with the use of the ALE divergence-free HDG
solver for the fluid sub-problem.

e First realization of TDNNS structure solvers for FSI problems.

e First application of the generalized Robin interface condition in combina-
tion with the proposed advanced finite element discretizations, which lead
to a robust monolithic scheme and a robust strongly coupled partitioned
scheme.

e A reduced global linear system problem for facet-based DOF's only in each
linearization step, resulted from the static condensation procedure that
eliminates all element-based DOF's.

e High-order spatial and temporal accuracy.

The rest of the paper is organized as follows. In Section 2, we introduce the ALE
divergence-free HDG scheme for the moving domain incompressible Navier-Stokes
equations. In Section 3, we introduce TDNNS scheme for the equations of nonlinear
elasticity. In Section 4, we introduce the fully discrete monolithic and partitioned
schemes for the FSI problem by combing the spatial discretizations in the previous
two sections, where special attentions are paid to the interface treatment and ALE
mapping construction. Numerical results are presented in Section 5. We conclude
in Section 6.

2. The ALE divergence-free HDG scheme for incompressible Navier-
Stokes

In this section, we introduce the ALE divergence-free HDG scheme for the in-
compressible Navier-Stokes equations. We largely follow the work [43,63] to derive
the method.
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2.1. The ALE-Navier-Stokes equations. Consider the Navier-Stokes equa-
tions on a moving domain Qf ¢ R?, d € {2,3}, for ¢ € [0, T], given by a continuous
ALE map [65,75]:

(1) ¢, R —Qf, x(x0,t) = ¢,(x0), Vte[0,T],

where Q‘(’; is the initial (bounded) fluid domain at time ¢ = 0 with possibly curved
boundaries. In this section we assume that the ALE map ¢, in (1) is apriori given
to simplify the presentation.

The Navier-Stokes equations in ALE non-conservative form [65,75] are given as
follows:

(2a)
out
o T:l)l;f +p/ (wf = wf) - V! — divy (20 Dy (u!) = p' 1) = p/ f, 0 Qf x [0, 7]
X0
(21) diveu! =0, in 0f x [0,

where Dy is the symmetric strain rate tensor

Dy (u) = %(qu + (Vaew)T),

I is the identity tensor, u/ (x, t) is the fluid velocity field, p/(x, t) is the pressure, p/
is the (constant) fluid density, 4/ is the (constant) coefficient of dynamic viscosity,
F7 is the body forces, and

ox|  O¢,

fxt) = 2| =
) D= =

o ¢; '(x)

is the domain velocity. We assume the Navier-Stokes equations (2) are further
equipped with the following homogeneous Dirichlet boundary condition:

(4) ul(x,t) =0, Vvxe€aN, tel0,T].
2.2. Mesh and finite element spaces.

2.2.1. Mesh and mappings. Let ‘J'g’o := {K°} be a conforming simplicial trian-

gulation of the initial fluid domain € C RY, where the element K° = Y% (K) is a
mapped simplex from the reference simplex element

Ki={X= &, a): #20Vl<i<d Y #<L}

We assume the mapping ®% € [U””(I?)]d7 where T"’(I?) is the space of polynomials
of degree at most m > 1 on the reference element K. Moreover, let ‘J’,{’t = {Kt =
&,(K°)} be the mapped triangulation of the deformed domain ©/ at time ¢, where
¢, is the ALE map given in (1). Denoting the composite mapping &% = ¢, o Y% :
K — K!, we have Kt = CIJtK(I?) We assume the mesh ‘J'ffl’t is regular in the
sense that no elements with a degenerated or negative Jacobian determinant exist.
Without loss of generality, we further assume the ALE map (1) is a continuous

piecewise polynomial of degree m:
(5) B eS8y ={ve[H Q) vod)(R) € [P™K)’, VK eT

For the reference d-dimensional simplex element K , we denote 0K as its bound-
ary, which consists of (d + 1) boundary facet {E; := U;(E)}{*!, where ¥, is the
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affine mapping from the reference (d — 1)-dimensional simplex element E to the
boundary facet Ej, where

~

d—1
E={2= (3, ,%1): Z>0Vl<i<d-1, Y %<1}
i=1

We need the following Jacobian matrices and their determinants:
(6a) Fl :=Vgdt e R Jt = det(F),
(6b) Fl =V, ¢, € R Jb .= det(F}),

(6¢) Fi=Vsi, e RO, = Jdet (R)TR).

A simple application of the chain rule implies that
Fl.=F FY, Ji=JtJ%.
We denote 87£’t := {0K"} as the collection of element boundaries of the mesh
‘T}:’t, where K" = {Ef, ¢*1 is the boundary of element K*, with Ef = 0% (E)

being the mapped facet. Let n; be the normal direction of the reference boundary

facet F;, and ntKJ be the normal direction of the physical boundary facet Eﬁ(,l'
There holds

Ft )—Tﬁl
t (Dt —1 — ( K — .
mic © (P = TE) Ty

We denote E{L’t := {E'} as the mesh skeleton of ‘J‘,{’t, which consists of all the

facets. Here E! := \IltE(E) with the mapping ®% constructed by composition: for
a facet E' = Ef; that is the I-th boundary facet of an element K*, we denote

Ut E— E' as

Ul = L o Uy,
We note that if the facet E* happens to be an interior facet which is also the m-th
boundary facet of another element K, then there holds

Tl =l oWy = 0L o Ty,
Hence, the facet mapping W% is uniquely determined as it does not depend on
which associated volume element of E! is used. We now denote the following

surface Jacobian matrix, its Moore-Penrose pseudo inverse and determinant for the
mapping ¥k,:

Fly = VUl € RO (FL) V= ((FL)TFL) ™ (FL)T € ROV,

Jt = \/det (FL)TFL).

2.2.2. The finite element spaces. We first introduce the following (discontinu-
ous) finite element spaces on the mesh ‘J’i’t:

(7a) W= {we LX) : wlg =@o (d%)7!, ©ePHK), VK* € T/},
1 5% _ - ~
(b)) Vili={ve L) vlx = 77 Fic (00 () ), v e [PHE))
K
VKt e 7,
(7c) =0l = {o e [WF1™e . & is symmetric}.
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Note that the standard pull-back mapping is used to define the scalar finite element
space W,f 7/ and the symmetric tensor finite element space Eﬁ’f , which will be
used to approximate the pressure field pf, and the strain rate tensor Dy (u/),
respectively. While the Piola mapping is used to define the vector finite element
space VZ’f , which will be used to approximate the fluid velocity w/. The use of
Piola mapping in V’;’f ensures a strong mass conservation for the HDG scheme (9)
on curved meshes, see Lemma 2.1 below.

We also need the following (hybrid) finite element spaces on the mesh skeleton
8£’t:

(7d) W' ={w e L2(&[") : @|g = @ o (V)" @ € PF(E), VE' € &I},
~k7f . . _ . _ Y L~
(te) VvV, ={ve [L2(8£’t)]d D U|pt =tng ((Ff;) T o (Wh) 1) , Ve [ka(E)]d,
VE! € &'},

where tng(v)|g := v — (v - ng)ng denotes the tangential component of the vector
v on the facet F/, whose normal direction is ng. Note that the normal component
~ k,
of functions in Vh’f vanishes on the whole mesh skeleton. Here the standard pull-
back mapping is used for the scalar skeleton space W;f f , which will be used to
approximate the normal-normal component of the stress, n - (2usDx(u’) — p/I)n,
on the mesh skeleton, and the covariant mapping is used for the vector skeleton
=k, . . . . .

space V, f, which preserves tangential continuity and will be used to approximate
the tangential component of fluid velocity, tng(u/), on the mesh skeleton.

2.3. The divergence-free HDG scheme: spatial discretization. In this sub-
section, we focus on the spatial discretization of the equations (2). We work on the

physical deformed domain Q[ at a fixed time ¢ € [0,T]. To introduce the scheme,
we first reformulate the equations (2) to the following first-order system:

f
(8a) o gu’ + pf (diview)ud + divye (pf (uf — ) @ uf —af) = pT f7,
0

at |,
(8b) ol —(2p'el —p'T) =0,
(8¢) e/ — Dy (uf) =0,
(8d) div,u! = 0.

Three local variables (defined on the mesh ‘J'}J:’t), namely, the pressure pfl, velocity
ui, and strain rate tensor ei, and two global variables (defined on the mesh skeleton
Ei’t), namely the normal-normal component of the stress EfL , and the tangential
component of the velocity 17£ will be used in our scheme. We use polynomials of
degree k — 1 for the pressure approximation, and polynomials of degree k£ > 1 for
the other variables, i.e.,

k—1, k, k, ~ — ~ ~k.f
pewy M e eyt wf e vl sl e Wyt af e vy,

The spatial discretization of our HDG scheme for the equations (8) with homoge-

neous Dirichlet boundary conditions (4) reads as follows: Find (pﬁ, efl, “{w ﬁ}fl, "di) €
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~ =k, o~
Wfl;—l,f % Eﬁ’f % Vi’f « W:’f X Vhf with u£|F£ = 0 such that
ou!
9 fZ"h
(9a) (,0 ot

- (pf(ui ~wl) ©uj, va£>fm + 25/ <€£’ va{b)tr{*t

h

7v£> + (Pf(divxwf)“£7”£) .
Tt K

Xo0

—(pf di f) —<Fl _ﬁ\/ f> :(f f f)
(ph, ivyvy, oy ux, UTe, Vi) p' £ v i

h h

(9b)

27 (€] — D(uf), G{L)(‘T’N + 2 (tng(uf — ), G£n>m}m =0,
(9¢) (divxuﬂqg)ﬁ,t = 0,
(9d) <u£ 'n’F}{>aT{;‘f = 0,
(9e) <Flu:£v . mc, tng(§£)>8q’{,t = 0,

~f ~ _ = =k, Ly~
for all (qf, G v 7. 5]) € Wi x ShT x Vi < Wi % Vi with of |y =
0, where we write (n,g),j}{,t = ZKte,:ri,t fKt 7 - £dx as the volume integral, and
<77,£>8,J-;{,t = ZKtGT;{,t faKt 7 - &ds as the element-boundary integral. Here the

viscous and convective numerical fluxes are defined as follows:

(9f) mv = 5}{71 + 2,uftng(e£n) —aof tng(u£ _ ﬂﬁ),
(%) Fluz, == pf (uf — ) -n ((uf -n)n + tng(@"")).
foup

where tng(u;") is the following upwinding flux in the tangential direction:
tng(u;’i) if (u£ —w')-n >0,
tng(ﬁi’“p) =
tng(ﬁfz) if (u£ —w’) - n <0,
and the (positive) stabilization parameter o/ is taken to be of = 2u7.

The following result shows that the fluid velocity approximation is globally di-
vergence free.

Lemma 2.1. The semi-discrete scheme (9) produces a globally divergence-free
velocity approximation which has a vanishing normal component on the domain
boundary, i.e., u£ € Hy(div; Q,{), and divy u£ =0.
Proof. To simplify the notation, we suppress the superscript ¢ in the following
derivation. Since functions in the finite element space Vﬁ’f are transformed via
the Piola mapping, we have uﬁ\K = iFK (ﬁ, o (<I>K)_1) for some function u €
[P*(K)]?. Tt is well-known [7] that the following property holds for Poila transfor-
mations:

1 .

divy (u]) 0 @ = —divg(a@),

JK

which implies that

/divx(u,g)ao (D) dx = /AdiVQ(a)qusz,
K K
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for any function § on the reference element K. Since we have divg (@) € P*—1(K),
by the definition of the scalar finite element space W}’f —LS , we can take the test
function q,{ € W,’f_l’f in (9¢) such that q£|K = divg(u) o (Pg)~ ! and q}{ =0
elsewhere, which leads to

O:/Kdivx(ug)divﬁ(ﬁ)o((I)K)_ldx:/

K

(divg(@))? d.
Hence,

. .. . _
(10) divy(ul)|x = Edwi(u) o (Pg)"t =0.
Next, let us prove normal continuity of ui across interior element boundaries.

Let E;; € E{L’t be an interior facet which is the [-th facet, Ek, ;, of element K;, and
the m-th facet, Ex; m, of element K. Restricting the equation (9d) to the facet
Eija we have

(11)
/ (u£~nKi,l)7/'\O(\IfEij)_1dS+/ (U{L-nKj,m)?O(\IlEij)_ldSZO, V?Eﬂjk(E)
Ex, . E

Kj,m

Let w; and u; be functions in [P*(K)]4 such that

1 . 1 ~
’U,i: K; = 7FK7:’U,1', Ui‘[(j = 7FK_7UJ'.
T, Jx,
A simple calculation yields
(12) (uf~nK. l)O(I)K- = ! ﬁl -’;\Ll on El
b C Ik (F) T | ’
where Jg, ||(Fg,)"Tn| = |E”|/|El\ is the ratio of facet measures. Hence, we have
/ (u£~TLK7¢,Z)?O(\I/Ei]-)71dS: / (u; ‘ﬁl)?o(‘i\/z)il ds = / (jz(ﬁrﬁz)o‘:ffz) Tds.
Er; By E

Substituting the above equation back to (11), we get

ﬂ (Tl o By + Ty - 7o) 0 B ) PG =0, V7 € PH(ED).
E
Since jl(ﬁl -1y) o \i'l + jm(ﬁj “Tm) © {I\/m = ka(E\), it must be zero. Finally, by
equation (12) and the fact that J; = |Ej|/|E|, we have
(13)
7 f B G G T B A 0 B =
((uh ‘ng )k + (ug, nK,-,l)'Kj) oVp, = B (J1(@; - 7y) 0 ) + Jon (T - Fam) 0 Upy) = 0
ij
Similarly, we can prove u£ ‘n|ps = 0 by working on the equation (9d) on the domain
Y h
boundary. Combining the results (10) and (13), we readily get u£ € Hy(div; Q)
and divxu{L = 0. This completes the proof. (I

To further simplify the notation, we denote the compound space and variables

kf . _yrk—1.f k.f kf o Tk S L o
X, =W, X BT x VIl x Wl x Vo

foo_(of f o f =f ~f k,f fo_ (. f o f =f ~f k.f
Us, ==y, €, Uy, 03, up,) € X370, Vi = (g3, Gy, vy, T,, 03) € X7,
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and introduce the following operators associated with the scheme (9):
(14a)
M{z(gi’zi) = (pfu}{v’v{z)irf,t ’

h

(14b)
C{L (wf;Q£7K£) = (—pf(divxwf)ui,vﬁ)jfyt — (p w’ ®uh,V v ) .

h }

Fluz. F S > < i > ’
+ (Fluze ng(v] =)+ (o0’ - ntud -n)of n)
(14c¢)
Al (QLK{L) — op! (e}fl,vxv{)(ﬂ)t - (p{,divxv ) —{Fluz,, tng(v] — §£)>airf=‘
h h
+2uf (efL —Dx(u£)7G£) L +2uf <tng(u al), G£n>mf’t
“h

_ <&'£,v£ .n>3g'f»t + (divxuthh)g,f,t + <u,fZ .n,?}{>
h h

(14d)

sl = (o500

h
Then the scheme (9) can be expressed as the following compact form: find U £ S
XZ’JC with ﬁ£|rf = 0 such that

0U

(1) Mj(—"

Vi el (uh — ool vl) w4l (ol v]) = g,
X0
for all V| € X! with 8|, = 0.

Energy stability of the semi-discrete scheme is given below.

~ _ = =k,
Theorem 2.1. Let (p{b,e{”ui,gg,u',i) € W,’f L% EZ’f X V];L’f X W;f’f X Vhf be
the solution to the scheme (9). The following energy identity holds:

ld = f
Sd (pr£,U£) }fl,ﬂr?Mf (Eﬁﬁﬁ) +<% ‘tng( —uy) ,1>mft (p £ ) e
! ,
f

where the parameter vy, := af + pf|(u£ — wy) - n| is positive.

Proof. Taking test functions in equations (9) as the trial functions, we get
(16) Ty + T+ T5 = Ff (v]),
where

[“)u£

Ty = M5 (5

af). 1= ef (uf — o (uf, @), (u] @)

X0

Af ((ph,ei,u£70£,u£) (p{:,ei,ui,aﬁﬂé)).

Using the well-known identity 2 J& = J{ divxw?, we get

1 .
2 dt (J(]p uh7u£>7 - 5 (Jé(dlvxwf)pfu£7u£>g,£o

Ld f ! L . ;o
T 2dt <pfuh’uh> Tt 2 (pf(dlvxwf)uh’uh)ﬂvt ,

T
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Integration by parts yields that
(] - o] T
h

1 . 1
=3 (pfdlv(u,{ — wf)uﬁ,u}z)‘ﬁ’t + <pf(u£ —wl).n u}i,u,’:>
h

2 Tt

1 . 1
= 5 (fa@vehul uf) 5 (o ] =) gl ongul)

where we used the fact that ufi € Hy(div; %) and divxu£ = 0 in the last step.

Combining the above identity with the definition of 75, and the definition of the
- fyup . e .

upwinding flux @;"*" and simplifying the terms, we get

S SN T N L/ it — opf f_~f f_~f
T> = 5 (p (divw )uh,uh)%{,t +5 <p .(uh —w’) .n’ tng(u;, — ), tng(uy, — uh)>m£7t
Simplifying the terms in T3, we obtain
Ty =2p' (6;;, e};)q + <ozf tng(u£ - ﬁ{b),tng(uﬁ - a£)>aryfaf )
h h

The equality in Theorem 2.1 is then obtained by simply substituting the above
three terms back to equation (16). O

2.4. ALE divergence-free HDG scheme: temporal discretization. In this
subsection, we consider the temporal discretization for the semidiscrete scheme (9).
We work on the time derivative term in (9a), restricting to a single element

~ N ~
K'e ‘J'}Z’t. Let {1/)1(2)} be a set of basis functions for the space [P¥(K )], where

=1
N = d("zd) = dim[P*(K)]¢. Then the function u{” restricting to the element K,
can be expressed as

N

N
= S w0 (B = RS w0 (),
K JK P J

0 =1

uj,

where u; : [0, 7] — R is the coefficient associated to the i-th basis, and

%! (x0) = =5 Ftp; o (%)~ (x0)

JO

is the mapped (time-independent) basis on the initial element K°. Applying the
chain rule, we get

an
ouf N N g
h
ot Jt Fg Z_:“z Za ¢t)
x0 =1 =1
N N
. d
= (Vxw! = (divsw! )1 ) §> w0yl o )Y Zuitywl o (9,)

=1 i=1

where the first term in the above right hand side is due to the use of the (time-

dependent) Piola mapping; see [63] for a similar derivation. Now time derivative
only appears in the coefficients u; in the above right hand side, which can be
discretized using a standard ODE solver. We use the backward difference formulas
(BDF's) in this work, assuming a constant time step size throughout. Alternatively,
one can apply variable time step size BDF schemes [33], or other stiff ODE solver
like the Crank-Nicolson method or the implicit Runge-Kutta methods [47].
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TABLE 1. BDF Coefficients

order m by’ byt | by by byt | b | bg?
1 1 -1
2 3/2 -2 | 1/2
3 11/6 | -3 | 3/2 | -1/3
4 25/12 | 4 3 -4/3 | 1/4
5 137/60 | -5 5 |-10/3 | 5/4 |-1/5
6 49/20 | -6 | 15/2 | -20/3 | 15/4 | -6/5 | 1/6

To simplify the notation, we denote w;™ as the solution u£ with coefficients u;

evaluated at time t" = nAt, where At is the (constant) time step size, i.e.,

fin
uy

/:ft Z ™)y o (p,)"t, Ve [0,T).

0

Then, the m-th order BDF (BDF[m]) time discretization of the term in (17) at
time t" is

S byl
B At

where w/™ = w/ (") is the mesh velocity at time ¢, and the BDF coefficients b
for 1 < m < 6 are given in Table 1.
The fully discrete ALE divergence-free HDG scheme with BDF[m] time stepping

with
X0

(18) Dtmuﬁn + (waf’" — (divxwf’”)I) u;’i’",

is obtained from the semidiscrete scheme (9) by replacing the term agth (")

Di*u ﬁ” in (18), and evaluating all the other terms at time level ¢": Given data
£" T e Vﬁ’f at time t"~7 for j € {1,2,--- ,m}, find Qﬁ’" € Xﬁ’f at time t" with

~f"|Ff = 0 such that

(19)
My (D v+ ef (ufm - wmsufn v + Al (uhh v = s,

for all VI € X}/ with o] s = 0.
h

Remark 2.1 (Semi-implicit convection treatment). The scheme (19) leads to a
nonlinear system due to a fully implicit treatment of the nonlinear convection term.
A slightly cheaper method is to treat the convection term semi-implicitly by replacing
the implicit convection velocity term uﬁ" —wh™ in equation (19) with the following
extrapolation with a matching order

uﬁ,n,*m _ wf,n’

where
m .
(20) ui’"’*m = Z c?”‘ui’”_]
j=1

is the m-th order extrapolation of w]™ from data {u]"" j}m 1 with the extrapolation
coefficients given in Table 2. This leads to a linear scheme with a similar stability
property as the original nonlinear scheme (19).
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TABLE 2. Extrapolation Coefficients

m m m m

order m | e | ¢ | 5 | cft | cF | cg
1 1
2 2 | -1
3 3 | -3 |1
4 4 | -6 -1
5 5 |-1010] -5 | 1
6 6 |-15]20 |-15] 6 | -1

3. The TDNNS scheme for nonlinear elasticity

In this section, we discretize the nonlinear elasticity equations within the La-
grangian framework using the recently introduced three-field Tangential-Displacement
and Normal-Normal-Stress (TDNNS) method [62]. Three different TDNNS ap-
proaches were introduced for nonlinear elastostatics in [62] based on different ap-
proximation variables. Here we focus on the F-based scheme [62] where the defor-
mation gradient serves as a new unknown. We refer to the references [67-69,83] for
the origin and analysis of the TDNNS method for linear elasticity problems.

3.1. The equations of elastodynamics. We consider the following nonlinear
elasticity problem with a hyperelastic material in a Hu-Washizu formulation [91]
on the fixed reference domain 2* € R for time ¢ € (0,7):

(21a) %d —u® =0,
(21b) psguS —divP = p° f?,
(21c) P — 6\18](;?) =0,
(21d) F-Vd-1I=0,

where d is the structure displacement field, u® is the structure velocity (on reference
domain), F' is the deformation gradient, P is the first Piola-Kirchhoff stress tensor,
and U(F) is the hyperelastic potential, where we use the following Saint Venant-
Kirchhoff model in the current work

A° 1
U(F):= ?tr(E)Q +u'E:E, E:= 5(FTF 1),
with A\*, u® being the two Lamé parameters. In this case, we have
ov
— = F(\tr(E)I+21°F).
o = FOCu(B)1+ 2 E)
The TDNNS scheme [62] is based on a splitting of the stress and deformation
tensors into a symmetric and skew-symmetric part:

P:Psym+PskW7 F:Fsym+Fskwa

where Ggym = 3(G + G") and Giyew = HG - G™) for a tensor G. Using
the above splitting, and taking the time derivative of equation (21d), we get the
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following set of equations that will be used in the discretization:

(22a) %d —u® =0,
(22b) ,OS%uS — divPgym — divPgiw = p° f°,

OV (F) 0¥ (F)
(22C) Psym - ( OF )sym = O, Pskw = ( oF )skw,

0
ot
where e(u) = (Vu)sym is the linearized strain tensor.

The TDNNS method use H (curl)-conforming vectorial finite elements to approx-
imate the velocity field u® and displacement field d, whose tangential component
is continuous across element boundaries, and a symmetric tensorial finite element
space whose normal-normal component is continuous across element boundaries to
approximate the symmetric part of the stress tensor Pgyr,. Moreover, a discontinu-
ous symmetric tensorial finite element space is used to approximate the symmetric
deformation gradient F',,. No finite element spaces are involved with the skew-
symmetric parts Pgkyw and Fgy, which will be directly obtained by the identities
in (22¢) and (22d).

To improve efficiency of the scheme, the hybridization technique [67] is used to
break the normal-normal continuity of Py and re-enforce it via the introduction
of a Lagrange multiplier which can be interpreted as normal displacements on the
mesh skeleton. Details of the finite element spaces and the TDNNS discretization
are given below.

(22d) Fsym - E(u) = 07 Fskw = (Vd)skwa

3.2. Mesh and finite element spaces.

3.2.1. Mesh and mappings. We consider a similar mesh setting as that in Sec-
tion 2, except that the structure domain and the associated mesh do not move
over time. In particular, 77 := {K} is a conforming simplicial triangulation of the
structure domain Q° C R, where the element K = ®g (I/(\' ) is a mapped simplex
from the reference simplex element K, 0T} = {0K := Pk (8.7/(\' )} is the collection of
element boundaries of the mesh 73, and €5 :={E :=¥ £(E)} is the mesh skeleton,
where U : E — E is the mapping between the reference surface element E and
the physical facet E.

3.2.2. The finite element spaces. We introduce the following finite element
spaces on the structure mesh 7} and its mesh skeleton &3 :
(23a)

L Fe(Go (@) FE, &€ [PHR)LL, VK € T3),

k,s
=ht = {o € [R@: ol = 7 B
K

sym

(23b)
ARt = e [LXONEE: Ak = Frm (Ao (@) HF!, X e [PRE)ENE, VK € T3},
(23¢)
Ve {1; € Hiewl; Q%) : vl = F¥ (B0 (®x)7Y), &€ [PHE))?, VK € ‘J‘i},
(23d)
Vit = {me [L2ED]Y: Blg = nrm (JiFan (\1/,;)*1> , Be[PHE)Y, VEee&r),
E
where nrm(v)|g := (v - ng)ng denotes the normal component of the vector v
on the facet E, whose normal direction is ng. Note that the covariant mapping

is used to define the H(curl)-conforming vector space Vﬁ’s, which will be used
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to approximate the structure displacement and velocity, and the Piola mapping

is used to define the hybrid Lagrange multiplier space ‘N/:’S, which will be used
to approximate the normal component of structure velocity on the mesh skeleton.
Moreover, the doubly Piola mapping is used to define the symmetric tensor space
ZZ’S, which will be used to approximate the symmetric stress tensor Pgym, and the
doubly covariant mapping is used to define the symmetric tensor space AZ’S, which
will be used to approximate the symmetric deformation tensor Fyy,. The doubly
Piola mapping is a nature choice for Pgyy, for the re-enforcement of the normal-
normal inter-element continuity, and the doubly covariant mapping for Fgyy was
motivated in [62] to ensure that Fgy, and the gradient Vd are mapped in the same
way from the reference element to a physical element.

3.3. The TDINNNS scheme: spatial discretization. In this subsection, we fo-
cus on the spatial discretization of the equations (22) with homogeneous Dirichlet
boundary conditions

(24) d(x,t) =u’(x,t) =0, vxedQ®, te]0,T1)].

We use polynomials of degree k > 1 for all the variables. The spatial HDG
discretization reads as follows: Find (Pgsym,h, Fsym,h, U5, Up) € EIZ’S X AIZ’S X

~k, ) -
V’}?S XV, s with tng(ui)laﬂs =0, nrm(ui)bgs = 0, such that

saus s s
(25&) (p 8th ) Uh) + (Psym,hv V’Uh)g-i
7
s OV (F}) s s ps
- <Psym,hna nrm(vh»@j‘; + ( a(F 7(vv}l)skw> e = (P .f 7£>U'Za
U(F
(25b) M - Psym hs Gy, = 0,
OF : .
8-Fsym,h s s ~3
(25¢) ot Vuy, Qy, + (nrm(uj, — ), th>aqi = 0,
Th
(25d) <P3ym,hn7 nrm(52)>a‘j}i = 07

~ ~ ks ~
for all (Qy,, G, v5,¥5) € SE*x AR« VE*5 V', with tng(v})|ag: = nrm () ]a0: =
0, where the full deformation gradient

(256) Fh = Fsym,h + (th)skw;
and the displacement field d}, € VZ’S satisfies
ady, <

We note that due to H(curl)-conformity of the space V’Z’S, the skew symmetric
tensor (Vdp,)skw, which has a one-to-one correspondence to the curl operator, is
a regular L2-conforming function. When restricted to elastostatics problems, the
above variational scheme (25) is precisely the F-based TDNNS scheme introduced
in [62], which was formulated as an optimization problem of a saddle point La-
grangian.

To further simplify the notation, we denote the compound space and variables

k,s . sk,s k,s k,s ks
X, =N X AT XVt XV

s __ s ~s k,s s . s ~S k,s
“Yh— (Psym,hanym,hauhyuh) S Xh ) Kh - (Qh7 Ghavhavh) S Xh )
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and introduce the following operators:

(262) MG (U3 V) = (0°uh o)y + (Fagm Q)
(26b) AR (U5, V5) = (Poymis V0h)s — (Paymimt, nem (v, = B3)

OU(Fy,) s
+ <81;17 (Vvh)skw + Gh) - - (Psymyhv Gh)‘J'ii
= (Vui, Qpn)y; + (nrm(uj, — up), Q) oy
(26¢) FhVE) = (0°F" 0h)s,

Then the scheme (25) can be expressed as the following compact form: find Uj €
X’Z’S with tng(u;j)|aqs = nrm(@;,)|aqs = 0, such that

S ags S S S S S S

(27) M, < ath,Vh> + A5 (U V) = Fi(V3),

for all V3 € XZ’S with tng(v})|aqs = nrm(v})]sq: = 0, where F, in (26b) is given

by equation (25e), with the displacement dj, determined through equation (25f).
We have the following energy stability result of the scheme (25).

~s s ( . s ~k,s .
Theorem 3.1. Let (Py, Fp,uj,,u;) € Efl X AIZ’Q X VZ" x V', be the solution
to the scheme (25). Then the following energy identity holds:

d
T ES — fps o8
thh (p f auh)g'ia
where the elastic energy
S 1 S S S
(28) B} = 5 (pPup, up) gy + (U(Fn), 1)g,

Proof. Taking the test functions (Qy,, Gp,v5,0};) = (Psymn, angtm’h,uZ,ﬁZ) in

the scheme (25) and adding, we get
1 d S, .S S a\I’(Fh) 6FS IIl,h s s ps s
5% (p uhvuh)i]'i + ( OF ) 8}; + (vuh)skw . = (p f 7uh)‘J"SL .

h

By the equalities (25¢)—(25f), we have

aFL OF m,h s
! = sy, | +(vuh)skw

ot ot
Hence,
1d 6\1/(Fh) OF, d
S £ .08 _ = 808 08 — " Es
(p .f 7’u'h)'3'i - 92 dt (p uh?uh)‘fi + < aF ’ at T}SL thh7
which concludes the proof. [

Remark 3.1 (reduced TDNNS schemes). When applied to linear elasostatics prob-
lems, the TDNNS scheme (25) was proven [69] to provide optimal convergence of
order k in the H(divdiv)-norm for the symmetric stress Psym 1, and the H(curl)-
norm of the displacement dy,. However, the L?-convergence rate in the symmetric
stress was also proven [67] to be of order k, which is numerically verified to be
sharp and is suboptimal as the space contains the whole polynomials of degree k
on each element. The work [67] suggests to reduce the local symmetric stress space
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such that its normal-normal component on the element boundary is a polynomial of
degree max(1,k —1):

29) Zpli={oeXi*: (on) n|pecP>TFU(E) VEe &)

~ 1,k—1),
The companion Lagrange multiplier space for Eﬁ’red 1s then V;nax( ) °. The re-
~ 1,k—1), _ .
duced TDNNS scheme uses ZZ’red for Pgym 5 and V?ax( ) for @), which en-

joys the same convergence rates as the original TDNNS scheme with a reduced com-

~ max(1,k—1),

putational cost whose globally coupled DOF's consist of those in VZ’S and V',
on the mesh skeleton. The order k convergence in L? norm for the symmetric stress
is sharp for k > 2 for this reduced TDNNS scheme as the associated space contains
full polynomials of degree k — 1 but not of degree k.

In two dimensions, [67] also suggests a non-conforming reduced TDNNS scheme

such that the displacement space VZ’S is replaced by an H(curl)-non-conforming

space V’Z’”c which has the same local polynomial space of degree k as V’;’S in each

element, but leaves the highest order edge basis function discontinuous across ele-
ment edges. The space VZ’"C consists of less globally coupled DOFs, and more in-
ternal DOF's which can be eliminated locally. The non-conforming reduced TDNNS
scheme was also proven to provide the same convergence rates as the original
TDNNS scheme, with a further reduced computational cost. We note that this
non-conforming approach does not extend to three dimensions. We will numer-
ical exam the convergence behavior of the original TDNNS scheme (25) and the
non-conforming reduced TDNNS scheme, whose approximation spaces are

(30) shred o AR o yrhme  grexEms

for nonlinear elasticity in two dimensions in the numerical results section.

3.4. The TDNNS scheme: temporal discretization. Since the semidiscrete
scheme (25) is constructed in the Lagrangian framework on a fixed domain, a stan-
dard method-of-lines approach can be readily used to discretize the time derivatives.
In particular, the BDF[m] temporal discretization is obtained from the scheme (25)
by replacing the time derivative terms in (25a), (25c), and (25f) by the correspond-
ing BDF approximations:

Yo by en
At '
where the BDF coefficients b}" are given in Table 1.

(31) Di" ¢y, =

4. HDG for FSI: coupling and mesh movement

In this section, we introduce partitioned and monolithic FSI solvers by combing
the ALE divergence-free HDG scheme for fluids in Section 2 and the TDNNS scheme
for structure in Section 3. We mainly focus on the proper treatment of the fluid-
structure interface, and the construction of the ALE map in the fluid domain.

4.1. The FSI problem. We consider the interaction between an incompressible
viscous fluid and an elastic structure. We use the same notation as the previous
two sections. In particular, the Navier-Stokes equations (8) is considered on the
(moving) fluid domain Q{ , and the equations of nonlinear hypreelasticity (21) is
considered on the reference structure domain Q°. We denote I'y = Q‘(’; N Q% as
the fluid-structure interface in the initial configuration, and denote I'y = ¢,(Ty) as

'3
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the deformed interface. The equations (8) and (21) are equiped with the following
coupling and boundary conditions:

(32a) w =u’o(p,)"! onTy,
(32b) (Pn®)o(p,) ' = — Jho!n/  onTy,
(32¢) ul =0 on OQI\Iy,
(32d) d=u’=0 on 0Q°\Iy,

where n/ is the outward normal direction on the deformed interface I'; from the
fluid domain Qtf , n® is the outward normal direction on the initial interface I'y from
the structure domain ¢, and J;, is the surface Jacobian of the mapping from I'y to
;.

4.2. Semidiscrete scheme: a generalized Robin interface condition treat-
ment. The key to an efficient partitioned FSI solver is the proper treatment of the
interface conditions (32a) and (32b). It is well-known that the classical Dirichlet-
Neumann interface condition treatment, where (32a) serves as the Dirichlet bound-
ary condition for the fluid and (32b) as the Neumann boundary condition for the
structure, suffers from stability issues due to the so-called added mass effects when
it is used in a partitioned FSI solver when the fluid and structure have similar den-
sities. To make the overall scheme robust for partitioned FSI solvers, we follow the
novel ideas in [8,13,15,79] to implement the interface conditions as the following
set of transmission conditions of Robin type:

(33a) au’ +o'nt =au®o(¢,) ' +ol*nS  onTy,
(33b) (ayu’® + Pn®) o (¢,) "t = adyu’* — Jyol*nf on I'y,

where a > 0 is a combination parameter, and u/* and o/* are proper approx-
imations to the fluid velocity and fluid stress to be specified later. We further
denote

for o fox _fox ok ~fx ~fox k.f
Qh = (ph y € LUy 0 U )EX}L

to be an approximation of U ,); Here (33a) is used as a Robin boundary condition
for the fluid, and (33b) is used as a Robin boundary condition for the solid. We
note that in a fully discrete scheme, taking U i:* to be extrapolations of data from
previous time steps would lead to a loosely coupled partitioned scheme, while taking
Q{L’* to be the unknonws Q{L would lead to a fully coupled monolithlic scheme.
Details of the choices for U i* will be discussed in the next subsection.

To simplify the notation, we define the following quantities on the interface I'y:

u; = tng(uj) + nrm(wy), v} = tng(vy) + nrm(vy),

where uj is the effective structure velocity on the interface I'g. The spatial dis-
cretization of the fluid with boundary conditions (32¢) and (33a) is adapted from
(15) and is given as follows: find Q{L € X’Z’f with ﬂ}fL|an\Ft = 0 such that

Uy
(64 ML v +ef (ul - whiufvh) +af (vl v])

X0

+ol R, ul us), v = Fw),
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for all K,’: € Xﬁ’f with 6£|Bﬂf\l“f, = 0, where the interface operator
(35)

: . A . 1 pur — B »
ol U, Vi) = <a(o,{—a,{* ) —uj o (4) 1~nf,f,{>
Iy
+ <atng (uh —uj o (¢, )*1) — 2,uftng(e£’*nf),tng(5£)>F
+{a (uf ~uio @) 0! + @~ 7)ol 0T,

J— _ 1 .
+ <tng (u;; —uj o (¢,) 1) + a?uftng(eﬁnf - e{L’ n'), 2uftng(an)> )
Iy

where the first two terms are obtained from the Robin boundary condition (33a) in
the normal and tangential directions, respective, and the last two terms are consist
terms that enhance the stability of the overall scheme.

The spatial discretization of the solid with boundary conditions (32d) and (33b)
is adapted from (27) and is given as follows: find U; € X’;’S with tng(u},)|sanr, =
0 and nrm(w;,)|sqnr, = 0 such that

S aU S S * S S S S
36) 30 ( G ) + AR (3 0+ 9 U0 = S

for all V; € X:*S with tng(v)|aasr, = 0 and nrm(v})|ponr, = 0, where the
interface operator
(37)
WL U3, V5) = (5] nd + 2 (el nT) v o (0) ")
+ (o (@ o (@07 — nrm(uf) — g(@f)) o7 o (00) ")

is obtained from the Robin boundary condition (33b).
Stability of the coupled scheme (34)—(36) is documented in the following result.

Theorem 4.1. Let Q£ S X’Z’f and Uj, € XZ’S be the solution to the semi-discrete
coupled scheme (34)—(36). Then there holds
2
1)
Tt

(38)
aat (1 (p uiau;{) o E;) +2u” (G{NE{L){I + <7h ‘tng (uh _ uﬁ)

+ L,(Uf) + Du(UL, UL, U3) = FLWL) + T3 (V3) + Ln(U]),

where the elastic energy Ej is given in (28),
1 /. o} ~
1,(Uf) = <2a (154 + 120 tng(efn)2) + 5 (1uf - n/ P + tng(@))I?) ,1>

and

Iy

Dy(UL, U™ Us) -

= <% (I(UZ’* —uj o (p)7h) - nf |2 + |tng(a]* —uf o (¢t)—1)|2) ,1>Ft
1
+ <2a

—|atng(@] —uf o (¢,)7Y) + 2ultng(efn’ — e *n)?, 1>
Ty
1 J— _ ~ ~ %
S la(uy —uj o (¢)7) - nf + (@] ~ 5] >|271>
Ty

+
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Proof. With an abuse of notation, we denote uf := uj o (¢,)~! as the structure
velocity on the deformed interface I';. By definition, we have

gl ulr, U ub) + 9l ). Us) = I + 1

where

1 - ~ S
In< (0}:70,{ ),a,’:> +<a(u£7u2)~nf,u£~nf>
! r, I

(@1 =), af — i) nf) (o (= wl7) 0l
t t

and

1 ~
I, = <a2u-ftng(e£nf - €£ 1), 2u tng(e}, ! f)> + <atng (uh - uh) ,tng(u£)>r

Iy
+ <2ﬂftng(e£nf - e{L’ N, tng(uh - uh)>F + <atng (u f’ ) tng(uh)>F

The terms I,, and I; can be treated in a similar way. In particular, after some
algebraic manipulation, there holds
a, fa
+ *|’U/£7 ’ anQa 1>
2 r
t

1 « 1
_ ~f2 f 2 ~f,*2
I, = <2a|0h| +§|Uh'"f| 71>Ft—<2a|0h

o, ,— 1 — ~ ~
+(S1E —uf) - n 1) +<2ala<u£— z>'nf+(o£—o£’*)l271> :
t I,

t

and

1 a ~ ~f,*
. <%|zuftng<e£nf>|2 + Shmg@)% 1) (Gl (el n )P + S gl )P 1)
r

t Ty

+ <f|tng(uh — u “)?, 1> + <—|atng(uh —u) +2,uftng(efnf - ef *nf)?, 1>
Tt

Combining these identities w1th the stability results in Theorem 2.1 and Theorem
3.1, we conclude the proof. |

4.3. Fully discrete schemes: monolithic and partitioned approaches. Fol-
lowing the previous two sections, we consider a BDF[m] temporal discretization.
The fully discrete scheme is obtained from the equations (34) —(36) by replacing
the time derivative terms using the corresponding BDF[m)] discretizations (18) and

(31): find UJ € X/ with @] |pgnr, = 0 and U}, € X7° with tng(uf)|sorr, = 0

and nrm(uy,)|pos\r, = 0 such that

(392) Mf(DrUL” Vi) +ef (uf" - Ul Vi) +af (Ul V)
LRl U Uy, v = W),

(39b) M (DPUS™ Vi) +Aj (U™ Vi) + 95U ™ U™, Vi) = Fa(V3),

for all V{ € X3/ with @] s, = 0, and V5 € X5* with tng(v})|sarr, = 0 and
nrm(52)|am\pt = 0, with the structure displacement given by

(39C) Dmdh = 'Ll,h .

o >

Here the choice of the %-variables in (35) and (37) has a strong impact on the effi-
ciency and robustness of the resulting fully discrete scheme. Taking the x-variables
as the solution unknowns:

(40) ulmr=ult
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leads to a fully coupled monolithic scheme. In this case, the interface conditions
(33a) for the fluid simply reduce to a Dirichlet boundary condition u/ = u® o
(¢,)~ 1, and the associated operator (35) is then a weakly treatment of this Dirichlet
boundary condition. On the other hand, taking the *-variables as extrapolations
of previous data with a matching order:

(a) uim = S et
j=1

with the extrapolation coefficients ¢} given in Table 2, leads to a loosely coupled
partitioned scheme where solid and fluid can be solved sequentially by first solving
the solid using the extrapolated interface data. The monolithic scheme has a better
stability property, while the partitioned scheme can be solved more efficiently in
each time step.

In practice, we propose to solve the monolithic scheme (39) with (40) sequentially
via a fixed point iteration on the *-variables, which lead to a strongly coupled
partitioned scheme [36,88] schematized in the following steps:

Step 1. Predict the structural displacement dj,, and fluid solution unknowns U i*
on the interface I'g, using m-th order extrapolations as in (41).

Step 2. Update the fluid mesh configuration using the predicted structural displace-
ment by the ALE mapping in (45) below, and update the mesh velocity
using the BDF[m] formula.

Step 3. Solve the structural problem (39b) and (39¢) using the predicted fluid so-
lution unknowns.

Step 4. Solve the fluid problem (39a) on the updated fluid mesh using the newly
obtained structural solution data.

Step 5. Check for convergence: continue to next time step if converged, otherwise
return to Step 3. The convergence is considered satisfied if

(42) min{ez+1,e%+1,ei+l,e%+1} <n
where
) i1, ) 41, 1 il i || seidd,
it [ 1 i Ry e A el
i et - /L e T - F I

denote the relative errors in I2-norm for the coefficient vectors of the fluid
velocity uﬁ, the tangential fluid velocity ﬁg, the fluid strain rate tensor e,’i,
and the fluid normal stress 5,{, respectively, at the i-th coupling iteration
(e)" and the newly computed solution (e)**1* from Step 4. The parameter
7 is a user-defined stopping tolerance.

The convergence of this fixed-point scheme is accelerated via relaxation by
the Aitken’s A% method [88]:

frit+l o, fitlx iy, [l
uy, = w,, Uy, + (1 —w,)uy”,
~fi+l i ~fiatlx i\~ fyi

(43) wp = wg Uy, + (1 —wg)uy”,
e{L’ZH =w ei’”l’* +(1- wi)ei’l,

~fi+l _ i ~fitl* i=fi
oy =W 0, + (1 —wg)oy,”,
where the dynamic relaxation parameters w are given by:

, il (it _ i L .
(44) witl = —t .||ri+(1 L ” ”2'>, for e € {u,u,e,0}, Vi>0,
° °
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where we take wl = 1 for the first iteration, and ri := (e)**1:* — ()% is the
difference of the coefficient vectors for the solution at i-th coupling iteration
and the newly computed solution from Step 4.

We denote the above iterative partitioned algorithm as ALG-SP. The monolithic
scheme, denoted as ALG-M, is to replace Step 3-5 in the above algorithm with the
fully coupled solver for the system (39a)-(39¢) using implicit *-variables (40). We
note that for both schemes, we treat the geometric nonlinearity explicitly in Step 1-
2. Furthermore, we remark that ALG-SP with no sub-iteration is simply the loosely
coupled partitioned scheme using extrapolated *-values (41), which we denote as
ALG-P. When coupled with lowest order BDF[1] time stepping, it has been shown
in [13,79] that a loosely coupled scheme with the same interface treatment as in
ALG-P is unconditionally energy stable. However, such stability result does not
hold for higher order time discretizations, and the sub-iterations in ALG-SP are
numerically observed to greatly enhance the stability of the partitioned scheme
ALG-P.

4.4. ALE mapping construction. The last ingredient for an implementable
scheme is the construction of the (unknown) ALE map (1), which, ideally, can
be used to handle large mesh deformations. Various moving mesh algorithms exist
in the literature [80,92]. Here we adopt the nonlinear elasticity model with a mesh-
Jacobian-based stiffening proposed in [80]. In particular, we compute the ALE map
¢ € 8% at time t" such that it satisfies the boundary conditions

(45&) d)Z(XO) = Xqg + dZ(XO), Vxg € Iy, d)Z(Xo) = Xg, VXg € an\Fo,
and

RS

(45b) < 0 Pa,ona,bh) =0, Vi, € S} with 9 |yqr =0,
K

70

where J2 is the Jacobian determinant for the initial configuration given in (6), and

following [80], we use the logarithmic variation of the neo-Hookean material law
P,:=F,\JnJ, C;' + p,(1-C; 1Y)

where F, = Vi, b, Jo = det(F,), C, = FTF,. We take the artificial Lamé
parameters pu, = 1 and A, = 1.5 so that the Poisson ration v, = ﬁ = 0.3.

After the discrete ALE maps ¢}, have been computed, the mesh velocity is obtained
by the BDF[m] formula:

(46) wh™ = Dren
5. Numerical results

Our numerical simulations are performed using the open-source finite-element
software NGSolve [78], https://ngsolve.org/.

5.1. Example 1: Convergence study for the ALE fluid solver. We first
consider the incompressible Navier-Stokes equations (2) with p/ = 1 and ff=o0
(no source term) on a static 2D periodic domain €/ = [0,27] x [0, 27] with initial
conditions

1
w! (2,y,0) = (cos(w) sin(y), — sin(w) cos(y)) ,  p’ (,,0) = =7 (cos(2x) + cos(2y)).
The exact solution is given by the following Taylor-Green vortex solution:

uf (z,y,t) = (cos(x) sin(y) F(t), — sin(z) cos(y) F(t)),
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pl(z,y,t) = —i(cos(Zx) + cos(2y))F(2t),

where F(t) = exp(—2u/t). We take dynamic viscosity u/ = 0.1, and final time at
t=1.

In this example, we focus on verifying the accuracy of spatial approximation of
the HDG scheme (19). In particular, we consider the scheme (19) with polynomial
degree k € {1,2,3,4} combined with a high-order BDF[k + 2] time stepping. We
consider both the static mesh case, and the moving mesh case with a prescribed
ALE mapping

¢, (x,y,t) = (z + 0.5sin(x) cos(y) sin(nt), y — 0.5 cos(z) sin(y) sin(7t).

For the moving mesh case, the ALE map is interpolated using functions in Sﬁ,
which is the space of continuous piecewise polynomials of degree k defined in (5).
We consider a sequence of structured triangular meshes obtained by splitting the
square domain into NV X N equal squares and then splitting each small square to
two triangles by connecting its diagonal line with negative slope, where N = 8 x 2!
for I € {0,1,2,3}. On each mesh with size N, the (uniform) time step size is

taken to be At = 1/N for k = 1,2, and At = 1/2N for k = 3,4. We record the

L2—convergence rates of the strain rate tensor approximation eﬁ, pressure approx-

imation p,J:, velocity approximation uﬁ, divergence of the velocity approximation
div(ui), and a postprocessed velocity approximation w}, which is (part of) the
solution to the following local problem: find (uj, An) € [W}’fﬂ’f]d x Ap, such that

(Dx(uz),Dg;(vh))‘I}fl,t + (Ah,vh)(‘r}{,t = (ei,Dw(’l}h)) Yoy € [I/I/'}];'f‘l,f]d7

git’
(wp, pp)gse = (U£,uh)7f,t , Vup € Ap,
h

where
Api={pe [LATD)Y:  ulx € RM(K),YK € 7]},

with RM(K) := [P°(K)]? @ [P°(K)] x  being the space of rigid motions in element
K. The above postprocessing can be found, e.g., in [44].

The history of convergence for the static mesh case is recorded in Table 3, and
that for the moving mesh case is recorded in Table 4. From both tables, we observe
optimal L2-convergence rate of k in pressure p{L and k+1 in velocity u{w and machine
zero in the L?-norm of the divergence of velocity approximation for all polynomial
degree k. The convergence rate for the strain rate tensor ef: is slightly less than
k + 1. Moreover, the error in the postprocessed velocity uj is always smaller than
that for u;:, whose convergence rate is in between k 4+ 1 and k + 2 for all cases,
which is a superconvergence property. We remark that due to the use of symmetric
tensor approximation e£ in the HDG formulation (19), the best theoretical result
on the L2-convergence rates for e{L and u} one can prove is k +1/2 and k + 1,
respectively, see, e.g., [44] for a similar analysis for linear elasticity problems. It is
clear that here the numerical results perform slightly better than the theory might
predict.

To summarize, the scheme (19) is numerically observed to provide (1) optimal
spatial convergence in the velocity and pressure approximations, (2) divergence-free
velocity approximations, (3) nearly optimal spatial convergence in the strain rate
tensor, and (4) superconvergence in the postprocessed velocity approximation.
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TABLE 3. Example 1: History of convergence of the L2-errors,
static mesh case. Here e, ep, €y, €y+, and eqiy, respectively, repre-
sents the L2-errors at final time ¢t = 1 for the approximations eﬁ,
pﬁ, ui, u}, and div(ui), respectively.
€e €p €y Eq* €div
k| N Error Order Error Order Error Order Error Order Error
8 | 4.057e-01 - 3.916e-01 — 2.461e-01 - 1.326e-01 - 3.232e-16
1]16] 1.309¢-01 1.63 | 1.960e-01  1.00 | 6.278e-02 1.97 | 2.597e-02 2.35 | 3.372¢-16
32 | 3.740e-02  1.81 | 9.766e-02 1.01 | 1.551e-02 2.02 | 5.000e-03 2.38 | 3.378e-16
64 | 1.001e-02 1.90 | 4.876e-02 1.00 | 3.848e-03 2.01 | 1.078e-03 2.21 | 3.463e-16
8 | 6.910e-02 - 7.318e-02 - 2.324e-02 - 9.966e-03 - 4.726e-16
2116 | 1.072e-02  2.69 | 1.863e-02 1.97 | 2.948e-03 2.98 | 7.962e-04 3.65 | 4.490e-16
32 | 1.561e-03  2.78 | 4.680e-03 1.99 | 3.741e-04 2.98 | 6.681e-05 3.57 | 4.520e-16
64 | 2.149e-04 2.86 | 1.171e-03  2.00 | 4.738e-05 2.98 | 6.440e-06 3.37 | 4.572e-16
8 | 7.608e-03 - 9.475e-03 - 1.962e-03 - 9.267e-04 - 5.891e-16
3|16 | 6.284e-04 3.60 | 1.208e-03 2.97 | 1.236e-04 3.99 | 3.762e-05 4.62 | 5.735e-16
32 | 4.595e-05  3.77 | 1.516e-04  2.99 | 7.855e-06 3.98 | 1.361e-06 4.79 | 5.683e-16
64 | 3.151e-06  3.87 | 1.897¢-05 3.00 | 4.994e-07 3.98 | 4.630e-08 4.88 | 5.816e-16
8 | 5.818e-04 - 9.373e-04 - 1.390e-04 - 5.710e-05 - 7.214e-16
4116 | 2.127e-05  4.77 | 5.893e-05 3.99 | 4.396e-06 4.98 | 1.046e-06 5.77 | 7.057e-16
32 | 7.459e-07 4.83 | 3.698e-06 3.99 | 1.401e-07 4.97 | 1.781e-08 5.88 | 7.076e-16
64 | 2.506e-08 4.90 | 2.314e-07 4.00 | 4.451e-09 4.98 | 2.997e-10 5.89 | 7.111e-16
TABLE 4. Example 1: History of convergence of the L2-errors,
moving mesh case. Here e, e, €y, €y+, and eqiv, respectively,
represent the L2-errors at final time ¢ = 1 for the approximations
eﬁ, pﬁ, ui, uj, and div(uﬁ), respectively.
€e €p €y Eq* €div
k| N Error Order Error Order Error Order Error Order Error
8 | 6.009e-01 4.035e-01 2.497e-01 1.637e-01 2.851e-16
1116 | 2.053e-01 1.55 | 1.977e-01 1.03 | 6.042e-02 2.05 | 2.833e-02 2.53 | 3.325e-16
32 | 6.111e-02  1.75 | 9.786e-02  1.01 | 1.475e-02 2.03 | 4.707e-03  2.59 | 3.525e-16
64 | 1.682e-02 1.86 | 4.878¢-02 1.00 | 3.650e-03  2.01 | 8.720e-04 2.43 | 3.487e-16
8 | 9.904e-02 - 7.374e-02 - 2.584e-02 - 1.671e-02 - 4.582e-16
2|16 | 1.532¢-02  2.69 | 1.865e-02 1.98 | 3.028e-03 3.09 | 1.278e-03  3.71 | 4.723e-16
32 | 2.335e-03  2.71 | 4.680e-03 1.99 | 3.720e-04 3.02 | 9.326e-05 3.78 | 4.469e-16
64 | 3.356e-04 2.80 | 1.171e-03  2.00 | 4.677e-05 2.99 | 7.090e-06 3.72 | 4.525e-16
8 | 9.935e-03 - 9.510e-03 - 2.207e-03 - 1.419e-03 - 5.879¢-16
3116 | 8.035e-04 3.63 | 1.208e-03 2.98 | 1.266e-04 4.12 | 5.449e-05 4.70 | 5.847e-16
32 | 6.052e-05 3.73 | 1.516e-04 2.99 | 7.838e-06 4.01 | 1.996e-06 4.77 | 5.761e-16
64 | 4.235e-06  3.84 | 1.897e-05 3.00 | 4.964e-07 3.98 | 6.873e-08 4.86 | 5.778e-16
8 | 8.600e-04 - 9.294e-04 - 1.850e-04 - 1.360e-04 - 7.345e-16
4116 | 2.984e-05 4.85 | 5.894e-05 3.98 | 4.667¢-06 5.31 | 2.098¢-06 6.02 | 7.033e-16
32 | 1.087e-06  4.78 | 3.698e-06 3.99 | 1.411e-07 5.05 | 3.560e-08 5.88 | 7.108e-16
64 | 3.774e-08  4.85 | 2.314e-07 4.00 | 4.434e-09 4.99 | 6.068e-10 5.87 | 7.064e-16

5.2. Example 2: Convergence study for the elastodynamics solver. We
now numerically verify the spatial approximation errors of the TDNNS elastody-
namics solver (25) and its non-conforming reduced version.
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Here we consider both the Saint Venant-Kirchhoff model (21), and the linear

elastodynamics model where g—% in (21c) is replaced by the following linearization
v 1
(47) g—F = Atr(e)l +2p°e, withe= §(FT +F-1).

Note that for the linear case, the tensor P is symmetric.

We consider a 2D periodic domain * = [0, 27] x [0, 27] with material parameters
p® = 1,u° = 1,1 = 1. We take source term f° and initial data such that the
manufactured exact solution for the displacement is

d(z,y,t) = (cos(z) sin(y) sin(t), — sin(x) cos(y) sin(t)).

We take final time at ¢t = 0.2.

We apply the TDNNS scheme (25) and the non-conforming reduced TDNNS
scheme with approximation spaces (30) with polynomial degree k € {1,2,3,4}
combined with a high-order BDF[k + 2] time stepping on a sequence of structured
triangular meshes obtained by splitting the square domain into N x N equal squares
and then splitting each small square to two triangles by connecting its diagonal line
with negative slope, where N = 8 x 2! for I € {0,1,2,3}. On each mesh with size
N, the (uniform) time step size is taken to be At = 0.2/N when the polynomial
degree k = 1, At = 0.1/N when k = 2,3, and At = 0.05/N when k = 4. The
original TDNNS scheme has 2(k + 1) globally coupled DOFs per edge, while the
non-conforming reduced TDNNS scheme has k + max(2, k) globally coupled DOF's
per edge, which is computationally more efficient.

We record the history of convergence of errors in the L2?-norm at final time
t = 0.2 for the variables Pgym h, Fsym,n, uj, and dy. The results for the TDNNS
scheme are presented in Table 5 for the linear case and in Table 7 for the nonlinear
case, and those for the non-conforming reduced TDNNS scheme are presented in
Table 6 for the linear case and in Table 8 for the nonlinear case.

Comparing the results in Table 5 and Table 6 for the linear model, we observe
both methods provide the expected L2-convergence rates of order k for the tensor
variables Py, , and Fgyp, p, and of order £ 41 for the velocity and displacement
variables uj and dj,. For a fixed polynomial degree k, the error magnitudes on the
final mesh for both methods are also comparable to each other.

Comparing the results in Table 7 and Table 8 for the nonlinear model, we observe
the convergence rates for the original TDNNS scheme is similar to the linear case,
which are of order k for the tensor variables Py, , and Fgym 1, and of order k41 for
the velocity and displacement variables u;, and dj. However, the convergence rates
for the non-conforming reduced TDNNS scheme deteriorate slightly, noticeably on
the velocity and displacement fields for £ > 2. Comparing the error magnitudes on
the final mesh for the two methods, we find that the errors for all the variables for
the reduced scheme are roughly at most 3 times larger that those for the original
TDNNS scheme. Hence the reduced scheme is still highly competitive for the
nonlinear model due to its computational efficiency.

5.3. Example 3: Nonlinear elasticity with thin structures. Various bench-
mark tests for 3D large deformation nonlinear elastostatics problems have been
performed in [62] for the nonlinear TDNNS scheme. Excellent results were ob-
tained therein for problems involve thin structure or in the nearly incompressible
regime using highly anisotropic elements.

Here we present the results of the TDNNS scheme for three shell problems from
the benchmark examples in [84] to further highlight its excellent performance for
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TABLE 5. Example 2: History of convergence of the L2-errors for
the linear elastodynamics case for the TDNNS scheme (25). Here
ep, er, ey, and ey, respectively, represents the L2-errors at final
time ¢ = 0.2 for the approximations Pgsym p, Fsym,n, uj, and dp,
respectively.

291

€p er €y €d

N Error Order Error Order Error Order Error Order
4 | 4.392¢-01 - 1.908e-01 - 1.255e+4-00 - 2.552e-01 -
8 | 3.101e-01  0.50 | 1.530e-01  0.32 3.351e-01 1.90 |6.837e-02 1.90
16 | 1.929e-01  0.68 | 9.640e-02 0.67 | 8.514e-02 1.98 | 1.722¢-02  1.99
32 | 1.063e-01  0.86 | 5.313e-02 0.86 | 2.188e-02  1.96 | 4.308e-03  2.00
4 | 1.916e-01 - 8.779e-02 - 2.149e-01 - 4.452e-02 -
8 | 5.167e-02 1.89 | 2.504e-02 1.81 2.864e-02 2.91 | 5.844e-03 2.93
16 | 1.339¢-02  1.95 | 6.477e-03  1.95 | 3.664e-03  2.97 | 7.022¢-04 3.06
32 | 3.501e-03 1.94 | 1.696e-03 1.93 | 4.699¢-04  2.96 | 8.733e-05 3.01
4 | 3.496e-02 - 1.566e-02 - 4.875e-02 - 1.005e-02 -
8 |5.719e-03 2.61 |2.758¢-03 2.51 | 3.085e-03  3.98 | 5.466e-04 4.20
16 | 7.915e-04 2.85 | 3.826e-04 2.85 2.319e-04  3.73 | 3.377e-05 4.02
32 | 1.067e-04 2.89 | 5.182¢-05 2.88 1.094e-05  4.41 | 2.108e-06  4.00
4 |9.318e-03 - 4.193e-03 - 5.062¢-03 - 1.041e-03 -
8 | 5.578e-04 4.06 | 2.676e-04 3.97 1.930e-04  4.71 | 3.356e-05  4.96
16 | 3.488e-05 4.00 | 1.663e-05 4.01 7.647e-06  4.66 | 1.006e-06 5.06
32 | 2.250e-06  3.95 | 1.076e-06  3.95 2.183e-07  5.13 | 3.140e-08  5.00

TABLE 6. Example 2: History of convergence of the L2-errors

for the linear elastodynamics case for the non-conforming reduced

TDNNS scheme with approximation spaces (30). Here ep, ep, e,

and ey, respectively, represents the L2-errors at final time ¢ = 0.2

for the approximations Pgsym n, Fsym,n, U}, and dy, respectively.

ep er €y (%]

N Error Order Error Order Error Order Error Order
4 | 4.543e-01 - 1.926e-01 - 1.028e+00 - 2.069e-01 -
8 13.185e-01  0.51 | 1.302e-01 0.57 | 2.752e-01  1.90 | 5.355e-02 1.95
16 | 2.461e-01  0.37 | 1.004e-01  0.38 1.024e-01 1.43 | 1.388e-02 1.95
32 | 1.304e-01  0.92 | 5.327¢-02 0.91 1.644e-02 2.64 | 3.435e-03 2.01
4 | 2.013e-01 - 9.130e-02 - 2.105e-01 - 4.261e-02 -
8 | 6.138e-02 1.71 | 2.789¢e-02 1.71 3.239e-02 2.70 | 5.657e-03 291
16 | 2.044e-02 1.59 | 8.370e-03 1.74 5.521e-03 2.55 | 7.886e-04 2.84
32 | 4.393e-03 222 | 1.798e-03  2.22 4.658e-04  3.57 | 9.636e-05 3.03
4 | 3.790e-02 - 1.680e-02 - 5.176e-02 - 1.006e-02 -
8 | 7.165e-03  2.40 | 3.308e-03 2.34 3.309¢e-03 3.97 | 5.683e-04 4.15
16 | 8.457e-04 3.08 | 3.879e-04 3.09 2.216e-04  3.90 | 3.481e-05 4.03
32| 1.023e-04  3.05 | 4.692e-05 3.05 1.166e-05 4.25 | 2.176e-06  4.00
4 | 9.860e-03 - 4.444e-03 - 5.217e-03 - 1.053e-03 -
8 16.153e-04 4.00 | 2.871e-04 3.95 1.985e-04  4.72 | 3.439e-05 4.94
16 | 3.661e-05  4.07 | 1.690e-05 4.09 7.454e-06 4.73 | 1.015e-06  5.08
32 | 2.290e-06  4.00 | 1.062¢-06  3.99 2.308e-07  5.01 | 3.122¢-08 5.02
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TABLE 7. Example 2: History of convergence of the L2-errors
for the nonlinear elastodynamics case for the TDNNS scheme (25).
Here ep, ep, ey, and ey, respectively, represents the L?-errors at
final time ¢ = 0.2 for the approximations Pgym p, Fsym,n, uj, and

dy,, respectively.

G. FU

€p er €y €d
k| N Error Order Error Order Error Order Error Order
4 | 5.053e-01 - 1.919e-01 - 1.254e+00 - 2.552e-01 -
1] 8 | 3.267e-01  0.63 | 1.548¢-01  0.31 3.350e-01 1.90 | 6.835e-02  1.90
16 | 1.985e-01  0.72 | 9.714e-02  0.67 | 8.516e-02 1.98 | 1.722¢-02  1.99
32 | 1.088¢-01  0.87 | 5.343e-02 0.86 | 2.184e-02  1.96 | 4.306e-03  2.00
4 | 2.051e-01 - 8.828e-02 - 2.151e-01 - 4.451e-02 -
2| 8 | 5.568e-02 1.88 | 2.544e-02 1.80 2.901e-02 2.89 | 5.848e-03 2.93
16 | 1.412e-02  1.98 | 6.582e-03 1.95 | 3.687e-03  2.98 | 7.038¢-04  3.05
32 | 3.666e-03  1.95 | 1.720e-03 1.94 | 4.753e-04  2.96 | 8.769¢-05  3.00
4 |4.921e-02 - 1.691e-02 - 4.928e-02 - 1.005e-02 -
3| 8 |6.263¢e-03 2.97 | 2.840e-03 2.57 | 3.117e-03  3.98 | 5.472e-04 4.20
16 | 8.220e-04 2.93 | 3.885e-04 2.87 | 2.333e-04 3.74 | 3.388e-05 4.01
32 | 1.091e-04 2.91 | 5.228¢-05 2.89 1.122e-05 4.38 | 2.109e-06 4.01
4 | 9.704e-03 - 4.291e-03 - 5.087e-03 - 1.043e-03 -
4| 8 | 6.628¢-04 3.87 | 2.863e-04 3.91 2.053e-04  4.63 | 3.381e-05 4.95
16 | 3.771e-05  4.14 | 1.725e-05  4.05 7.919e-06  4.70 | 1.020e-06  5.05
32 | 2.361e-06  4.00 | 1.100e-06  3.97 | 2.267e-07  5.13 | 3.175e-08 5.01
TABLE 8. Example 2: History of convergence of the L2-errors for
the nonlinear elastodynamics case for the non-conforming reduced
TDNNS scheme with approximation spaces (30). Here ep, ep, €,
and ey, respectively, represents the L2-errors at final time ¢ = 0.2
for the approximations Pgsym n, Fsym,n, U}, and dy, respectively.
ep er €y (%]
k| N Error Order Error Order Error Order Error Order
4 | 5.087e-01 - 1.940e-01 - 1.029¢+00 - 2.069¢e-01 -
1| 8 ]3.333e-01 0.61 |1.315e-01 0.56 | 2.760e-01  1.90 | 5.356e-02 1.95
16 | 2.514e-01  0.41 | 1.008e-01  0.38 1.033e-01 1.42 | 1.391e-02 1.94
32| 1.322¢-01  0.93 | 5.375e-02  0.91 1.748e-02 2.56 | 3.475e-03  2.00
4 | 2.380e-01 - 9.954e-02 - 2.106e-01 - 4.259e-02 -
2| 8 | 7.291e-02 1.71 | 3.006e-02 1.73 3.312e-02 2.67 | 5.656e-03 291
16 | 2.327e-02 1.65 | 9.008e-03 1.74 6.159¢-03 243 | 8.023e-04 2.82
32 | 5.374e-03  2.11 | 2.067e-03 2.12 1.415e-03 2.12 | 1.218e-04 2.72
4 | 5.716e-02 - 1.894e-02 - 5.206e-02 - 1.006e-02 -
3| 8 | 1.056e-02 244 | 4.173e-03  2.18 | 4.106e-03 3.66 | 5.812¢-04 4.11
16 | 1.408e-03  2.91 | 5.582e-04 2.90 | 4.081e-04  3.33 | 4.036e-05 3.85
32 | 1.900e-04  2.89 | 7.640e-05 2.87 | 2.930e-05 3.80 | 3.170e-06  3.67
4 | 2.214e-02 - 8.465e-03 - 7.799¢-03 - 1.095e-03 -
4| 8 | 1.472¢-03 3.91 | 5.710e-04 3.89 | 4.163e-04  4.23 | 4.063e-05 4.75
16 | 1.101e-04 3.74 | 4.361e-05 3.71 2.521e-05 4.05 | 2.008e-06 4.34
32 | 7.558e-06  3.87 | 3.010e-06  3.86 7.436e-07  5.08 | 8.200e-08 4.61
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thin structures. The shell problems are discretized using the 3D TDNNS scheme
~ 1,k—1),
(25) with a reduced stress space Ei’red and normal displacement space thax( b

on hexahedral meshes with only one element in the thickness direction. We take
polynomials of degree £ = 2 in the numerical simulations. The globally coupled
DOFs consists of 3 tangential displacement DOF's per edge, 12 tangential displace-
ment DOFs per face, and 4 normal displacement DOFs per face. The overall com-
putational cost is comparable to a conforming Galerkin method with polynomials
of degree 3 on the same mesh.

Example 3.1: Slit annular plate subjected to lifting line force. The prob-
lem consider a slit annular plate domain with inner radius R; = 6, outer radius
R, = 10, and thickness ¢ = 0.03 that is clamped at one end of the slit and sub-
jected to a lifting force P at the other end; see left of Figure 1 for the domain under
maximum deformation. The lifting force with a maximum magnitude Pya.x = 0.8
is applied as traction along vertical direction over the slit boundary. The material
parameters are £ = 21 x 108 and v = 0. A load incrementation algorithm with uni-
form 40 load steps is used to solve the nonlinear problem. The vertical deflections
at two end points of the slit are shown in Figure 1 for the TDNNS scheme on two
meshes, a coarse mesh with 2 x 10 hexahedral elements and a fine mesh with 3 x 15
hexahedral elements, along with reference data from [84] which use the S4R shell
elements on a quadrilateral mesh with 10 x 80 elements. The computed results on
both meshes are in excellent agreements with the reference data.

—— 10x80 Shell Elem
0.9/ + 2x10 TDNNS-k2 Elem
©  3x15 TDNNS-k2 Elem

o
@

Normalized lifting force P/Pmax
o
&

2 4 8 10 12 14 16 18
Vertical deflections at points A and B

FIGURE 1. Example 3.1: Left: The slit plate domain under max-
imum deformation computed using the reduced TDNNS scheme
with £ = 2 on a 15 x 3 hexahedral mesh. Right: Vertical deflec-
tions wy and wp at tips of the slit, A (interior slip tip) and B
(exterior slip tip). Reference solution computed with a 10 x 80
S4R shell elements is also displayed.

5.3.1. Example 3.2: Hemispherical shell subjected to alternating radial
forces. The hemispherical shell problem was considered in [84] among others. The
domain is a hemispherical shell with an 18° circular cutout at its pole. The material
properties considered are £ = 6.825 x 107, v = 0.3. The radius of the hemisphere is
R = 10 and its thickness is t = 0.04. The shell is subjected to four alternating radial
point forces, whose magnitude are Py, = 400 each. Owing to symmetry, one-
quarter of the problem is used in the simulation and symmetry boundary conditions
are applied on the artificial boundaries; see left of Figure 2. Here the pulling
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point force on point A is implemented as a surface traction force concentrated
on the exterior bottom left corner quadrilateral surface element, and the pushing
point force on point B is implemented as a surface traction force concentrated
on the interior bottom right corner quadrilateral surface element. The deformed
geometry under maximum load is shown in the middle of Figure 2, and the radial
displacements at points A and B are shown in the right of Figure 2 for the reduced
TDNNS scheme with & = 2 on a coarse mesh with 8 x 8 hexahedral elements and
a fine mesh with 16 x 16 hexahedral elements, along with reference data from [84]
which use the S4R shell elements on a quadrilateral mesh with 16 x 16 elements.
The computed results on both meshes are in good agreements with the reference
data. We note that there is a slightly underestimation of the displacement at point
B for the results on the coarse 8 x 8 mesh, which might due to the boundary
condition treatment using surface integrals for the point load.

o o
> I
$

—Us .,

Normalized force P/Pyx
o o o
O o= &

N

o
[N

—— 16x16 Shell Elem
+ 8x8 TDNNS-k2 Elem
©  16x16 TDNNS-k2 Elem

o
a

o

1 2 3 7 8
Radial displacements at points A and B

FIGURE 2. Example 3.2: Left: The initial hemispherical shell
geometry. The one-quarter computational domain is discretized
with a 16 x 16 hexahedral mesh. Middle: The deformed geome-
try under maximum load P = P« computed using the reduced
TDNNS scheme with £ = 2 on the 16 x 16 mesh. Right: Radial
displacements at points A and B. Reference solution computed
with a 16 x 16 S4R shell elements is also displayed.

5.3.2. Example 3.3: Pullout of an open-ended cylindrical shell. In our
last shell example, we consider an open-ended cylinder being pulled by a pair of
symmetric radial forces P whose maximum magnitude are Py = 40,000. The
cylinder is of radius R = 4.953, length L = 10.35, and thickness ¢ = 0.094. The
material properties considered are E = 10.5 x 10%, v = 0.3125. Owing to symme-
tries, one-eighth of the problem is used in the simulation and symmetry boundaries
are imposed on the artificial boundaries; see left of Figure 3 for the cylinder geom-
etry and a typical structured mesh for one-eighth of the domain. Here, similar to
Example 3.2, the pulling force at point A is implemented as a surface traction force
concentrated on the exterior top right corner quadrilateral surface element. The
deformed geometry under maximum load is shown in the middle of Figure 3, and
radial displacements at points A, B, and C' are shown in the right of Figure 3 for
the reduced TDNNS scheme with & = 2 on a coarse mesh with 8 x 12 hexahedral
elements and a fine mesh with 12 x 18 hexahedral elements, along with reference
data from [84] which use the S4R shell elements on a quadrilateral mesh with 24 x 36
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elements. The computed results on both meshes are in good agreements with the
reference data.

—— 24x36 Shell Elem
+  8x12 TDNNS-k2 Elem
O 12x18 TDNNS-k2 Elem

3
9

%o o5 1o 15 20 25 30 35 40 45 50
isplacements at points A, B a

FicURE 3. Example 3.3: Left: The initial cylindrical shell geom-
etry. The one-eighth computational domain is discretized with a
12 x 18 hexahedral mesh. Middle: The deformed geometry under
maximum load P = Py.x computed using the reduced TDNNS
scheme with k£ = 2 on the 12 x 18 mesh. Right: Radial displace-
ments at points A, B and C. Reference solution computed with a
24 x 36 S4R shell elements is also displayed.

5.4. Example 4: Convergence study for the FSI solver. We now numer-
ically verify the approximation errors of the FSI solvers (39). Here we consider
a linear FSI model where the nonlinear convection is ignored in the fluid and
linear elastodynamics is used in the structure. We consider a 2D fluid domain
0/ = [0,27] x [0, 1.57] with material parameters p/ = 1,/ = 0.1, and a structure
domain Q° = [0, 27] x [1.57, 27] with material parameters p°® = l,u =1\ =1
The interface is located at the horizontal line y = 1.57. Periodic boundary condi-
tions are applied in the z-direction, and Dirichlet boundary conditions are applied
in the y-direction. We take source terms ff , f? and initial data such that the
manufactured exact solutions are

d(z,y,t) = (cos(z) sin(y) sin(t), — sin(x) cos(y) sin(¢)),
uf(ac,y,t) =u’(z,y,t) = (cos(x) sin(y) cos(t), — sin(z) cos(y) cos(t)),
p’(z,y,t) = sin(z)sin(y) sin(t),
(

where a source term is also added in (33b) on the interface to account for stress
imbalance. We take final time at ¢t = 0.5.

We apply the algorithms ALG-M, ALG-SP, and ALG-P using polynomial degree
k € {1,2,3,4} along with BDF[k + 1] time stepping on a sequence of structured
2 x N x N triangular meshes, with N = 8 x 2! for [ € {0,1,2,3}. We take time
step size to be At = ¢/N with ¢ > 0 chosen properly for different algorithms and
polynomial degrees for stability considerations.

For polynomial degree k = 1 and BDF[2] time stepping, it was observed that
taking o € [2,20] leads to a stable partitioned algorithm ALG-P for long time
simulations under the time step restriction At < 0.2/N. In Table 9, we record

the history of convergence of L2-errors at final time ¢t = 0.5 for the variables e£7

pfl, ui, Py p, uj, and dj, for the three algorithms with k¥ = 1 and o = 10,
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where the stopping tolerance (42) for ALG-SP is taken to be n = 10™%. We take
At = 1/N for the three algorithms and also take At = 0.2/N for ALG-P. We note
that, for At = 1/N, both ALG-M and ALG-SP algorithms lead to stable long time
simulations, while the ALG-P algorithm leads to instability around time t = 2.5.
Such instability was not observed yet at ¢ = 0.5 where the errors are recorded. From

Table 9, we observe optimal second-order (space-time) convergence for the variables

e{b, uﬁ/ * and dj, optimal first-order convergence in the pressure approximation pi,

and sub-optimal first-order convergence in the structure stress Pgym ,. The average
number of sub-iterations for ALG-SP decreases from 9.3 on the coarsest mesh with
N = 8 to 1.9 on the finest mesh with N = 64, which is expected as the time step
size is smaller on the finer mesh where the extrapolated data are more accurate.
Moreover, the error magnitudes are similar for ALG-M and ALG-SP with At = 1/N,
and for ALG-P with At = 0.2/N. The errors for ALG-P with At = 1/N are found
to be slightly larger than the other methods, which eventually lead to instability as
the simulation continues.

TABLE 9. Example 4: History of convergence of the L?-errors at
time ¢ = 0.5 for ALG-M, ALG-IP2, and ALG-P. Polynomial degree
k = 1, BDF[2] time stepping. Here e, e,, ef, ep, €, and eq
respectively, represents the LZ-errors for the approximations e{L,
pﬁ, uﬁ, Py sym, uj, and dj,, respectively.

€ ‘ ep ‘ ci ‘ ep ey ‘ eq

N Error Order ‘ Error Order ‘ Error Order ‘ Error Order Error Order ‘ Error Order
ALG-M. k=1,m =2, a =10, At =1/N.
8 | 2.665e-01 - 3.375e-01 - 1.987e-01 - 4.369e-01 - 1.178e-01 - 6.315e-02 -
16 | 8.178e-02  1.70 | 1.704e-01  0.99 | 5.111e-02 1.96 | 2.468e-01 0.82 | 2.941e-02 2.00 | 1.545e-02 2.03
32| 2.267e-02  1.85 | 8.534e-02 1.00 | 1.292e-02 1.98 | 1.314e-01 0.91 | 7.570e-03 1.96 | 3.805e-03  2.02
64 | 5.965e-03 1.93 | 4.268e-02  1.00 | 3.245e-03 1.99 | 6.770e-02 0.96 | 1.924e-03 1.98 | 9.448e-04 2.01
ALG-SP with n=10"%. k=1,m =2, a = 10, At = 1/N.
Avg. # iter.: 9.3 for N =8, 6.6 for N = 16, 5.0 for N = 32, and 1.9 for N = 64.
8 | 2.665e-01 - 3.375e-01 - 1.987e-01 - 4.369e-01 - 1.178e-01 - 6.315e-02 -
16 | 8.179e-02  1.70 | 1.704e-01  0.99 | 5.112e-02 1.96 | 2.468e-01  0.82 | 2.939e-02  2.00 | 1.544e-02 2.03
32| 2.267e-02 1.85 | 8.534e-02 1.00 | 1.292e-02 1.98 | 1.314e-01 0.91 | 7.566e-03 1.96 | 3.804e-03  2.02
64 | 6.370e-03  1.83 | 4.268¢-02 1.00 | 3.299¢-03  1.97 | 6.770e-02  0.96 | 1.903e-03  1.99 | 9.344e-04 2.03
ALG-P. k=1,m =2, a =10, At =1/N.
8 | 3.406e-01 3.371e-01 1.980e-01 4.486e-01 1.183e-01 6.158e-02

16 | 1.239e-01  1.46 | 1.704e-01  0.98 | 5.492e-02 1.85 | 2.486e-01  0.85 | 3.326e-02  1.83 | 1.520e-02  2.02
32| 2.905e-02  2.09 |8.533e-02 1.00 | 1.400e-02 1.97 | 1.318e-01 0.92 | 9.100e-03  1.87 | 3.815e-03 1.99
64 | 7.395e-03 1.97 | 4.268¢-02 1.00 | 3.498¢-03 2.00 | 6.776e-02 0.96 | 2.231e-03  2.03 | 9.569e-04  2.00
LG-P. k=1,m =2, a =10, At =0.2/N.
8 | 2.764e-01 3.372e-01 2.018e-01 5.282¢-01 1.267e-01 5.949¢-02

16 | 8.273e-02  1.74 | 1.706e-01  0.98 | 5.122e-02 1.98 |2.701e-01  0.97 | 3.026e-02 2.07 | 1.470e-02  2.02
32| 2.267e-02  1.87 | 8.536e-02 1.00 | 1.294e-02 1.98 | 1.374e-01  0.98 | 7.793e-03  1.96 | 3.672e-03  2.00
64 | 6.001e-03 1.92 | 4.268¢-02 1.00 | 3.252e-03 1.99 | 6.921e-02  0.99 | 1.944e-03  2.00 | 9.189e-04 2.00

>

For polynomial degree k = 2, it was observed that taking « € [10,40] leads
to a stable partitioned algorithm ALG-P for long time simulations under the time
step restriction At < 0.1/N. For this case, the monolithic scheme ALG-M is also
found to be conditionally stable under the time step restriction At < 0.1/N. In
Table 10, we record the history of convergence of L2-errors at final time ¢ = 0.5
for the three algorithms with k& = 2, o = 20, and At = 0.1/N, where the stopping
tolerance (42) for ALG-SP is taken to be n = 10~%. From Table 10, we observe

optimal third-order (space-time) convergence for the variables ui/ s

, and dj,, optimal
second-order convergence in the pressure approximation pi, sub-optimal 2.74th

order of convergence in the fluid strain rate tensor e£ and sub-optimal second-order
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convergence in the structure stress Pgym n. Moreover, the error magnitudes for the
three methods are almost indistinguishable. It is interesting to observe that with
stopping tolerance n = 10™%, the average number of sub-iterations for ALG-SP is
0.0 on the two finer meshes with NV = 32 and N = 64, which indicates that the
ALG-P solution is accurate enough for this tolerance.

TABLE 10. Example 4: History of convergence of the L2-errors at
time ¢t = 0.5 for ALG-M, ALG-IP2, and ALG-P. Polynomial degree
k = 2, BDF[3] time stepping.

e ‘ ep e{L ‘ ep ey ‘ eq
N Error Order ‘ Error Order Error Order ‘ Error Order Error Order ‘ Error Order
ALG-M. k =2,m =3, a =20, At =0.1/N.
8 | 4.989e-02 5.095e-02 2.124e-02 7.096e-02 1.343e-02 6.775e-03

16 | 7.355e-03  2.76 | 1.292e-02  1.98 | 2.722e-03 2.96 | 1.769e-02 2.00 | 1.617e-03  3.05 | 8.436e-04 3.01
32| 1.098e-03  2.74 | 3.242e-03  1.99 | 3.458e-04 2.98 |4.422e-03 2.00 | 1.952e-04 3.05 | 1.059e-04 2.99
64 | 1.640e-04 2.74 | 8.113e-04  2.00 | 4.364e-05 2.99 | 1.108e-03 2.00 | 2.549e-05 2.94 | 1.318e-05 3.01
ALG-SP with n = 1071 k =2,m = 3, a = 20, At = 0.1/N.
Avg. # iter.: 1.3 for N =8, 0.2 for N = 16, 0.0 for N = 32, and 0.0 for N = 64.
8 | 4.985e-02 - 5.095e-02 - 2.124e-02 - 7.096e-02 - 1.343e-02 - 6.775e-03 -
16 | 7.346e-03  2.76 | 1.292e-02 1.98 | 2.722e-03  2.96 | 1.769e-02 2.00 | 1.617e-03  3.05 | 8.436e-04 3.01
32| 1.098e-03  2.74 | 3.242e-03  1.99 | 3.458e-04 2.98 |4.422e-03 2.00 | 1.952e-04 3.05 | 1.059e-04 2.99
64 | 1.641e-04 2.74 | 8.113e-04  2.00 | 4.364e-05 2.99 | 1.108e-03 2.00 | 2.549e-05 2.94 | 1.318e-05 3.01
ALG-P. k=2,m =3, a =20, At =0.1/N.
8 | 4.978e-02 - 5.095e-02 - 2.124e-02 - 7.096e-02 - 1.342¢-02 - 6.775e-03 -
16 | 7.346e-03  2.76 | 1.292e-02  1.98 | 2.722e-03  2.96 | 1.769e-02 2.00 | 1.617e-03  3.05 | 8.436e-04 3.01
32 [ 1.098e-03  2.74 | 3.242e-03  1.99 | 3.458e-04 2.98 |4.422e-03 2.00 | 1.952e-04 3.05 | 1.059e-04 2.99
64 | 1.641e-04 2.74 | 8.113e-04 2.00 | 4.364e-05 2.99 | 1.108e-03 2.00 | 2.549¢-05 2.94 | 1.318e-05 3.01

For polynomial degree k = 3, it was observed that a stable partitioned algo-
rithm ALG-P for long time simulations can only be obtained under a very restrictive
time step restriction At < 0.004/N. The monolithic scheme ALG-M was, however,
observed to be conditionally stable under the much milder time step restriction
At < 0.075/N. In Table 11, we record the history of convergence of L2-errors at
final time ¢t = 0.5 for the algorithms ALG-M, ALG-SP with = 10~%, and ALG-SP
with n = 1077, using k = 3, a = 40, and time step size At = 0.075/N. The
algorithm ALG-P immediately leads to solution blow-ups with these choices of pa-
rameters, hence the associated results are not recorded. From Table 11, we observe
that the schemes ALG-M and ALG-SP with n = 10~7 produce very similar results
both in terms of orders of convergence and error magnitudes, with optimal forth-
order (space-time) convergence for the variables u{/ ® and dy, optimal third-order
convergence in the pressure approximation pi, sub-optimal 3.7th order of conver-
gence in the fluid strain rate tensor e£ and sub-optimal third-order convergence in
the structure stress Pgym ;. The convergence results for ALG-SP with n = 10~4 are
similar to the other two methods on the first two set of meshes, but that on the
finer meshes with N = 32 and N = 64 are significantly less accurate due to the
use of a larger stopping tolerance. It is also interesting to observe that, similar to
the k = 3 case, the number of sub-iterations for ALG-SP with n = 10~7 (from 5.7
on the coarsest mesh to 1.4 on the finest mesh) is only slightly larger than that for
n=10"* (from 2.2 on the coarsest mesh to 1.2 on the finest mesh).

For polynomial degree k = 4, we couldn’t find a combination parameter o that
would lead to a stable partitioned algorithm ALG-P for long time simulations. For
this reason, we again only perform convergence studies for the monolithic scheme
ALG-M and the strongly coupled partitioned scheme ALG-SP. In Table 12, we record
the history of convergence of L?-errors at final time ¢t = 0.5 for the three algorithms
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TABLE 11. Example 4: History of convergence of the L2-errors
at time ¢t = 0.5 for ALG-M, ALG-IP3, and ALG-IP2. Polynomial
degree k = 3, BDF[4] time stepping.

€ ‘ €p ‘ c,{ ‘ ep ‘ ey ‘ eq

N Error Order ‘ Error Order ‘ Error Order ‘ Error Order ‘ Error Order ‘ Error Order
ALG-M. k =3,m =4, « =40, At =0.075/N.

8 | 5.094e-03 - 5.653e-03 - 1.804e-03 - 7.852e-03 - 1.077e-03 - 5.598e-04 -
16 | 4.039e-04  3.66 | 7.170e-04 2.98 | 1.161e-04 3.96 | 1.047¢-03 291 | 7.681le-05 3.81 | 3.510e-05 4.00
32| 3.041e-05  3.73 | 8.994e-05 2.99 | 7.413e-06 3.97 | 1.350e-04 2.96 | 4.485e¢-06 4.10 | 2.256e-06  3.96
64 | 2.370e-06  3.68 | 1.125e-05 3.00 | 4.692e-07 3.98 | 1.709¢-05 2.98 | 2.953e-07 3.92 | 1.409e-07  4.00
ALG-SP with n = 10~%. k = 3,m = 4, a = 40, At = 0.075/N.
Avg. # iter.: 2.2 for N =8, 1.5 for N =16, 1.3 for N = 32, and 1.2 for N = 64.
8 | 5.140e-03 - 5.653e-03 - 1.804e-03 - 7.853e-03 - 1.087e-03 - 5.596e-04 -
16 | 4.181e-04  3.62 | 7.175e-04  2.98 | 1.160e-04 3.96 | 1.048¢-03 2.91 | 8.134e-05 3.74 | 3.514e-05 3.99
32| 1.885e-04 1.15 | 9.245e-05 2.96 | 7.809e-06 3.89 | 1.360e-04 2.95 | 1.120e-05 2.86 | 2.361e-06 3.90
64 | 8.099¢-05 1.22 | 1.470e-05 2.65 | 9.942e-07 2.97 | 1.772¢-05 2.94 | 1.883e-06 2.57 | 1.797e-07 3.72
ALG-SP with n = 1077. k = 3,m = 4, a = 40, At = 0.075/N.
Avg. # iter.: 5.7 for N =8, 2.2 for N = 16, 1.6 for N = 32, and 1.4 for N = 64.
8 | 5.094e-03 - 5.653e-03 - 1.804e-03 - 7.852e-03 - 1.077e-03 - 5.598e-04 -
16 | 4.038e-04  3.66 | 7.170e-04 2.98 | 1.161e-04 3.96 | 1.047e-03 291 | 7.681e-05 3.81 | 3.510e-05 4.00
32 | 3.041e-05  3.73 | 8.994e-05 2.99 | 7.413e-06 3.97 | 1.350e-04 2.96 | 4.485e-06 4.10 | 2.256e-06  3.96
64 | 2.364e-06  3.69 | 1.125e-05 3.00 | 4.692e-07 3.98 | 1.709e-05 2.98 | 2.954e-07 3.92 | 1.409e-07 4.00

ALG-M, ALG-SP with n = 107%, and ALG-SP with n = 1078, using k = 4, a = 40,
and time step size At = 0.075/N. From Table 12, we observe that ALG-M and
ALG-SP with n = 10~8 produce very similar results both in terms of order of con-
vergence and error magnitudes, with optimal fifth-order (space-time) convergence

f/s
h

for the variables uw;’", and dj,, optimal fourth-order convergence in the pressure

approximation p{w sub-optimal 4.7th order of convergence in the fluid strain rate

tensor e£ and sub-optimal third-order convergence in the structure stress Pgym p.

The convergence results for ALG-SP with = 10~ are similar to the other two
methods on the first two set of meshes, but that on the finer meshes with N = 32
and N = 64 are less accurate due to the use of a larger stopping tolerance. It is also
interesting to observe that the number of sub-iterations for ALG-SP with n = 10~8
(from 7.6 on the coarsest mesh to 2.8 on the finest mesh) is slightly larger than that
for n = 1075 (from 4.3 on the coarsest mesh to 2.7 on the finest mesh).

5.5. Example 5: Propagation of a pressure pulse. We consider the following
classical benchmark problem that describes the propagation of a pressure pulse in
a two-dimensional channel fluid flow interacting with a deformable wall. We follow
the setup in [9, Example 2]. The reference domain is Qg = (0,6) x (0,0.5) and
2 = (0,6) x (0.5,0.6), with T'o = (0,6) x {y = 0.5} being the interface. The
fluid flow is governed by the Navier-Stokes equations (2) with p/ =1, u/ = 0.035,
and ff = 0. The elastic wall is governed by a linear elastodynamics model (21)

where the stress 38% in (21c) is given by the linear relationship in (47), and an

additional damping term Sd is added to the left hand side of (21b) to act as a spring.
The parameters for the structure are p* = 1.1, u® = 5.75 x 10°, \* = 1.7 x 106,
B =4x10% and f° = 0. The following set of boundary conditions are used:

(e'n)-n = —pin(t), tng(u’)=0, onTl/ :={z=0}x(0,05),

aln =0, on T/, = {z =6} x (0,0.5),
tng(c'n) =0, w'-n=0, on Fl{m :=(0,6) x {y =0},
d =0, on 'y, := {x =0} x (0,0.5) U{z =6} x (0,0.5),

(Pn)-mn =0, tng(d)=0, on I';,, :=(0,6) x {y = 0.6},
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TABLE 12. Example 4: History of convergence of the L2-errors
at time ¢t = 0.5 for ALG-M, ALG-IP8, and ALG-IP2. Polynomial
degree k = 4, BDF[5] time stepping.

€ ‘ €p ‘ c,{ ‘ ep ‘ ey ‘ eq

N Error Order ‘ Error Order ‘ Error Order ‘ Error Order ‘ Error Order ‘ Error Order
ALG-M. k=4,m =5, « =40, At = 0.075/N.

8 | 3.703e-04 - 4.944e-04 - 1.283e-04 - 6.784e-04 - 8.026e-05 - 3.923e-05 -
16 | 1.411e-05 4.71 | 3.131e-05  3.98 | 4.132¢-06 4.96 | 4.392¢-05 3.95 | 2.259¢-06 5.15 | 1.215¢-06 5.01
32| 5.152e-07  4.78 | 1.964e-06  4.00 | 1.317e-07 4.97 | 2.786e-06 3.98 | 7.680e-08 4.88 | 3.812¢-08 4.99
64 | 2.017e-08  4.67 | 1.228¢-07 4.00 | 4.167e-09 4.98 | 1.755e-07 3.99 | 2.350e-09 5.03 | 1.191e-09  5.00
ALG-SP with = 1075. k= 4,m =5, a = 40, At = 0.075/N.
Avg. # iter.: 4.3 for N =8, 3.3 for N = 16, 3.0 for N = 32, and 2.7 for N = 64.
8 | 3.703e-04 - 4.944e-04 - 1.283e-04 - 6.784e-04 - 8.025e-05 - 3.923e-05 -
16 | 1.476e-05 4.65 | 3.131e-05 3.98 | 4.133e-06 4.96 | 4.392¢-05 3.95 | 2.266e-06 5.15 | 1.215e-06  5.01
32| 1.599¢-06 3.21 | 1.969e-06  3.99 | 1.325e-07 4.96 | 2.787e-06  3.98 | 9.249¢-08  4.61 | 3.817¢-08  4.99
64 | 1.112e-06  0.52 | 1.523e-07  3.69 | 1.428e-08 3.21 | 1.924e-07 3.86 | 5.464e-08 0.76 | 2.920e-09 3.71
ALG-SP with n =107°. k =4,m =5, a = 40, At = 0.075/N.
Avg. # iter.: 7.6 for N =8, 4.1 for N = 16, 3.2 for N = 32, and 2.8 for N = 64.
8 | 3.703e-04 - 4.944e-04 - 1.283¢-04 - 6.784¢-04 - 8.026¢-05 - 3.923e-05 -
16 | 1.411e-05  4.71 | 3.131e-05 3.98 | 4.132e-06 4.96 | 4.392e-05  3.95 | 2.259e-06  5.15 | 1.215e-06  5.01
32| 5.148e-07  4.78 | 1.964e-06  4.00 | 1.317e-07  4.97 | 2.786e-06  3.98 | 7.680e-08 4.88 | 3.812e-08  4.99
64 | 2.207e-08  4.54 | 1.228e-07  4.00 | 4.171e-09 4.98 | 1.755e-07  3.99 | 2.445e-09  4.97 | 1.194e-09  5.00

where the pressure pulse on the inflow boundary szn is given as follows:

Pmax 1 _ cos(fm%)] i £ < fmass
pm(t) =
O ift > tmax’

where pmax = 1.333 x 10* and t.c = 3 millisecond (ms). Final time of the
simulation is 7' = 12 ms.

We apply the three algorithms ALG-M, ALG-SP with one sub-iteration (denoted
as ALG-PI1), and ALG-P with polynomial degree k = 1 on a structured mesh with
mesh size h = 0.1 that consists of 2 x (60 x 5) = 600 congruent triangles for the
fluid domain and 2 x (60 x 1) congruent triangles for the structure domain. The
time step size is taken to be At = 107! ms, and the combination parameter is
a = 1000. For the temporal discretization, we use BDF2 for ALG-M and ALG-PI1,
and BDF1 for ALG-P. The loosely coupled scheme ALG-P is numerically observed
to be unstable with BDF2 time stepping, even when the time step size is decreased
by a factor of 10. Interestingly, with only one step sub-iteration, ALG-IP1 with
BDF?2 time stepping produces a stable result. Figure 4 shows the flow rate (2/3 of
the horizontal fluid velocity) and mean pressure at bottom line y = 0, and interface
vertical displacement for the three schemes at times ¢ = 4,8,12 ms. We observe
that the results for the iterative partitioned scheme ALG-IP1 and the monolithic
scheme ALG-M, both with BDF2 time stepping, are indistinguishable from each
other, while the results for the loosely partitioned scheme ALG-P produces less
accurate and more dissipative results due to a larger temporal errors from BDF1
time stepping.

5.6. Example 6: Flow past a cylinder with a flexible bar. In our last exam-
ple, we test the performance of the proposed FSI solvers on the classical benchmark
problem proposed by Turek and Hron [87] where reference data is available in [35].

The problem is a two-dimensional incompressbile channel flow around a rigid
cylinder with an attached nonlinearly elastic bar. The domain is depicted in Fig-
ure 5.

e The domain dimensions are: length L = 2.5, height H = 0.41.
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FIGURE 4. Example 5: Left: fluid flow rate along the bottom
line. Middle: mean pressure along bottom line. Right: vertical
displacement along the interface y = 0.5. Top row: ¢ = 4 ms.
Middle row: ¢ = 8 ms. Bottom row: ¢t = 12 ms. Polynomial degree
k = 1. Mesh size h = 0.1. Time step size At = 10~ ms.

e The circle center is positioned at C' = (0.2,0.2) (measured from the left
bottom corner of the channel) and the radius is r = 0.05.

e The elastic structure bar has length [ = 0.35 and height h = 0.02, the right
bottom corner is positioned at (0.6,0.19), and the left end is fully attached
to the fixed cylinder.

e The control point is A(t), fixed with the structure with A(0) = (0.6, 0.2).

H O_u. c A

1 B +—EEEEEEeEe e e E
0.0
0,0) 3 !

FIGURE 5. Example 6: The domain for the FSI problem [87].

The fluid region is governed by the Navier-Stokes equations (8) with f 7 =0, and the
elastic structure is governed by the equations for hyperelasticity (21) with f° = 0.
The coupling conditions (32a)—(32b) are used on the fluid-structure interface T'y,
and the following boundary conditions are used:

e A parabolic velocity profile is prescribed at the left channel inflow
l—cos(5t .
; uf(O,y)f(” if t < 2,
ul(0,y,t) =
ul(0,y) otherwise,

where u/ (0,y) = 1.5(77’(%;)%) = 61.50 537 9(0.41 — ).
e The stress-free boundary condition o/m = 0 is prescribed at the outflow.
e The no-slip condition (u/ = 0, or d = u® = 0) is prescribed on all the other
boundary parts.

Two test cases resulting in time periodic solutions are considered, which are
denoted as FSI2 and FSI3 in [87]. The associated material parameters are listed in
Table 13.

TABLE 13. Example 6: Parameter settings for the two test cases.

parameter ‘ ps[103%] ‘ A*[100 25 ‘ (S[106 X8, ‘ pf[103%] ‘ pl [ 28] ‘ U[=]

ms? ms? ms
FSI2 10 2.0 0.5 1 1
FSI3 1 8.0 2.0 1 1 2
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Quantities of interest are

e The displacement of the control point A at the end of the beam structure
(see Figure 5).
e The lift and drag forces acting on the cylinder and the beam structure:

(FDvFL) = / a'fnds,
s
where S denotes the boundary between the fluid domain and the cylinder
together with the elastic structure.

We compare the computational results with the reference data provided in [35] after
a fully developed periodic flow is formed.

We apply ALG-M and ALG-SP with polynomial degree k¥ = 3, BDF[2] time
stepping, and a combination parameter o = 5 x 10%. The stopping tolerance for
ALG-SP is taken to be = 5 x 10~°. For ALG-SP we replace the convection velocity
uﬁ” in the flow solver (39a) with the explicit extrapolation u;™™", which leads to
a linear scheme for the fluid and further saves the computational cost. Two set of
meshes are used in the simulation. The coarse mesh, which contains 495 triangular
elements, is generated automatically from the geometry by NETGEN [77]. Curved
elements with polynomial degree k = 3 are used for elements near the cylinder. The
fine mesh is obtained from the coarse mesh by a uniform refinement; see Figure 6.

FIGURE 6. The computational meshes. Left: coarse mesh with 495
elements. Right: fine mesh with 1980 elements. Curved elements
with polynomial degree 3 are used near the cylinder.

For the FSI2 problem, we use two different time step sizes, a coarse time step
size At = 4 x 1072 and a fine time step size At = 2 x 1072, and stop the simulation
at time 7" = 15. For the FSI3 problem, due to a larger fluid velocity magnitude,
we use two smaller time step sizes, a coarse time step size At = 2 x 1073 and a fine
time step size At = 1 x 1073, and stop the simulation at time 7" = 10. The average
number of iterations for ALG-SP are recorded in Table 14, which are around 10 for
all the cases. The nonlinear systems are solved via the Newton’s method with a
stopping residual tolerance of 1078, and a sparse direct solver is used for the linear
system in each Newton iterations. It was observed that the average number of
Newton iterations for all cases are around 4. The total run time for the partitioned
scheme ALG-SP is observed to be about 2—4 times more than that for the monolithic
scheme ALG-M using the same mesh and time step size.

TABLE 14. Example 6: Average number of iterations for ALG-SP
with k& = 3, BDF|[2] time stepping, a = 5 x 10%, and n = 5 x 107°.

At coarse mesh | fine mesh
FSI2 |4 x 1073 9.2 9.2
2x 1073 7.4 7.4
FSI3 | 2x 1073 13.1 13.4
1x 1073 11.1 11.3
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For the FSI2 problem, a fully developed periodic flow is observed starting around
time ¢t = 10; see Figure 7 for the quantities of interest computed on the fine mesh
with the fine time step size At = 2 x 1072, which also shows that ALG-M and
ALG-SP with n = 5 x 10~ produces qualitatively similar results. The results for

x-displacement y-displacement

0.09

0.00
0.06 -
-0.01 b 0.03 1
I 0.00
—-0.02 i AR —0.031
—— ALG-SP, n=5e-5 | —0.06 1
-—= ALG-M
-0.03 v : . . | —0.09 : . . :
0 3 6 .. 9 12 15 0 3 6 .. 9 12 15
time time
drag lift
300 250
2004
250
200 100 4
150 01
100 1001
50
2004
O T T T T 1 _2507 T T T T
0 3 6 ,. 9 12 15 0 3 6 .. 9 12 15
time time

FIGURE 7. Example 6: Time evolution of the quantities of in-
terest for FSI2. Discretization: ALG-M and ALG-SP with k& = 3
and BDF|[2] time stepping on the fine mesh with At = 4 x 1073,
Top left: z-component of displacement at point A; Top right: y-
component of displacement at point A; Bottom left: drag force;
Bottom right: lift force.

the fully developed flow are recorded in Table 15, which are observed to be in good
match with reference data from [35]. In particular, the results on a fixed mesh for
ALG-M and ALG-SP using the two different time step sizes are very close to each
other.

In Figure 8, we plot the quantities of interest of the computed solution for ¢ €
[13.85,14.55], where the flow has been fully developed, along with the reference
data provided in [35]. Here we again observe that the results for ALG-M (first
row) and ALG-SP (second row) are very close to each when the same discretization
parameters (mesh size and time step size) are used. Moreover, we also observe a
small phase error comparing with the reference data for the results on the fine mesh
(blue and magenta lines), and a slightly phase shift for the results on the coarse
mesh (red and green lines). Let us now briefly compare our results in Figure 8 with
those in [81], which proposed the first HDG-based monolithlic FSI solver. The most
accurate FSI2 result reported in [81] was shown in Figure 10 therein, which used
an HDG scheme with Q2 elements and BDF2 time stepping on a quadrilaterial
mesh with 4364 elements and 112277 global DOFs (the time step size was not
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TABLE 15. Example 6: Results for FSI2 in the fully developed
flow regime (¢ > 10).

ALG-M
mesh  ndof At x-disp.[A] y-disp.[A] drag lift
coarse 5972 4 x 1073 | -1.567e-2+1.351e-2 1.461e-3+8.387c-2 2.177e248.111el  1.119e042.397¢2
2 x 1073 | -1.566e-2+1.335¢-2  1.444e-348.410e-2  2.201e2+8.394el -1.903e0£2.505¢2
fine 23392 4 x 1073 | -1.537e-2+1.328¢-2 1.274e-348.287e-2 2.163e2£7.884el  1.476e0+2.369e2
2 x 1073 | -1.536e-241.316e-2  1.255e-348.313e-2  2.184e2+8.137el  -1.303e0+2.443e2
ALG-SP with ;7 = 5 x 105
mesh  ndof At x-disp.[A] y-disp.[A] drag lift
coarse 5972 4 x 1073 | -1.572e-2+1.354e-2 1.468e-3+8.400e-2 2.179¢248.138¢1  1.154e04-2.401e2
2x 1072 | -1.567¢-241.337e-2  1.455¢-348.414¢-2  2.201e2+8.399%¢1  -1.876¢04-2.502¢2
fine 23392 4 x 1073 | -1.542e-2+1.331e-2 1.271e-348.302e-2 2.166e2£7.916el  1.424e0+2.374e2
2 x 1073 | -1.537e-241.317e-2  1.257e-348.317e-2  2.185¢2+8.144el  -1.121e0+2.442¢2
ref[35] 76672 1 x 1073 | -1.454e-241.248¢-2  1.25¢-34£8.07¢-2  2.131e24+7.576e1  8.5e-142.344¢2
304128 5x 107% | -1.485e-2+1.270e-2  1.30e-3+8.16e-2  2.151e247.765el  6.le-1+2.378¢2

reported therein). The results in [81, Figure 10] showed a maximual amplitude
error of 7% in the z-displacement and drag force, comparing with the reference
data in [35]. They also reported that their results were sensitive to the stabilization
parameter S used in the HDG discretizations. Our results on the fine mesh in
Figure 8, which contains 1980 triangular elements and 23392 global DOFs, are
closer to the reference data than those in [81, Figure 10] and have less than 5%
error (calculated from Table 15) in the z-displacement and drag force. Hence we
achieve better accuracy using less global DOFs, which is partly due to our use of
higher order spatial discretization with polynomial degree k = 3, the divergence-
free fluid velocity approximation, and a TDNNS structure solver without (sensitive)
tunable HDG stabilization parameters.

x-displacement. ALG-M o y-displacement. ALG-M drag. ALG-M lift. ALG-M
o —x —a —r —w 300 =

20

-og3}
B 095 w05 Wi W W W s
ime
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i —x —a —r —w

Bos 55 w05 Wiy Wam W we s

ool

Bos D95 Wos Wiy Wam wwm e 15
ime
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-ont |
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185 195 1005 1435 1425 1435 1445 1455
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FiGUrE 8. Example 6: The quantities of interest for FSI2 in the
fully developed flow regime for ¢ € [13.85,14.55]. CC: coarse mesh
with coarse time step size, CF: coarse mesh with fine time step
size, FC: fine mesh with coarse time step size, FF: fine mesh with
fine time step size. Top row: ALG-M with k£ = 3 and BDF|[2] time
stepping. Bottom row: ALG-SP with k& = 3, BDF[2] time stepping,
and n = 5 x 1075, Dashed black line: reference solution from [35].

For the FSI3 problem, a fully developed periodic flow is observed starting around
time t = 5; see Figure 9 for the quantities of interest for ¢ € [0,6] computed on
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FIGURE 9. Example 6: Time evolution of the quantities of in-
terest for FSI3 for ¢t € [0,6]. Discretization: ALG-M and ALG-
SP with £ = 3 and BDF[2] time stepping on the fine mesh with
At =2 x 1073, Top left: z-component of displacement at point A;
Top right: y-component of displacement at point A; Bottom left:
drag force; Bottom right: lift force.

the fine mesh with the fine time step size At =1 x 1073, The results for the fully
developed flow are recorded in Table 16, where those on the fine mesh are observed
to be in good match with reference data from [35], and those on the coarse mesh
are slightly off which suggests a relative large spatial approximation errors on the
coarse mesh.

In Figure 10, we plot the quantities of interest of the computed solution for
t € [5.75,6], where the flow has been fully developed, along with the reference
data provided in [35]. Here, surprisingly, we observe that the phase errors for both
schemes on the coarse mesh (red and green lines), comparing with the reference
data, are smaller than those on the fine mesh (blue and magenta lines). This
finding seems to contradict with the results in Table 16, which clearly suggest the
superior of fine mesh results in terms of the amplitude and mean values. Below
we give a brief explanation of this discrepancy. In Figure 11, we plot the evolution
of y-component of the displacement at point A for the monolithic scheme ALG-
M on the coarse and fine meshes for both FSI2 and FSI3. It is clearly observed
that the results for FSI2 on coarse and fine meshes are very close to each other,
and are also consistent with the reference data. However, for FSI3 on the lower
panel of Figure 11, we observe a very large difference for the coarse and fine mesh
solutions especially in the transition region when 3 < ¢ < 5. The fine mesh solution
starts visible oscillation about 0.3 time unit earlier than the coarse mesh solution.
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TABLE 16. Example 6: Results for FSI3 in the fully developed
flow regime (¢t > 5).

ALG-M
mesh  ndof At x-disp.[A] y-disp.[A] drag lift
coarse 5972 2 x 1073 [ -3.259e-3+ 3.081e-3 1.296e-3+ 3.745e-2 4.637e2+ 3.084el 5.510e0+ 1.522¢2
1x 1073 | -3.247e-3+ 3.071e-3 1.300e-3+ 3.742e-2  4.636e2+ 3.115el  5.193e0+ 1.537¢2
fine 23392 2 x 1072 | -2.792e-3+ 2.640e-3 1.390e-3+ 3.440e-2 4.535e2+ 2.620el 2.532e0+ 1.553¢2
1x 1073 | -2.787¢-3+ 2.636¢-3 1.399e-3+ 3.439¢-2  4.534e2+ 2.649¢l  2.465¢0+ 1.567¢2
ALG-SP with = 5 x 107
mesh  ndof At x-disp.[A] y-disp.[A] drag lift
coarse 5972 2 x 1073 [ -3.253e-3+ 3.079e-3 1.294e-3+ 3.743e-2 4.635e2+ 3.112e1  5.268¢0+ 1.540e2
1x 1073 | -3.247e-3+ 3.072e-3 1.300e-3+ 3.742e-2  4.636e2+ 3.131el 5.201e0+ 1.543¢2
fine 23392 2 x 1077 | -2.788e-3+ 2.639¢-3 1.402e-3+ 3.438¢-2 4.533e2+ 2.653el  2.499e0+ 1.565¢2
1x 1073 | -2.792e-3+ 2.641e-3 1.369e-3+ 3.443e-2 4.534e2+ 2.662el  2.413e0+ 1.5702
ref[35] 76672 5x 107* -2.78e-3+ 2.62¢-3 1.44e-3% 3.435e-2  4.591e2+ 2.662el  2.39e0+ 1.507e2

304128 2.5 x 1074

-2.88e-3+ 2.72e-3

1.47e-3+ 3.499e-2

4.605e2+ 2.774el

2.50e0+ 1.539¢2

x-displacement. ALG-M

y-displacement. ALG-M

drag. ALG-M

lift. ALG-M

time time time

x-displacement. ALG-SP, n=5e-5

y-displacement. ALG-SP, f=5e-5

lift. ALG-SP, n=5e-5

time ” " time

FiGure 10. Example 6: The quantities of interest for FSI3 in
the fully developed flow regime for ¢ € [6,6.25]. CC: coarse mesh
with coarse time step size, CF: coarse mesh with fine time step
size, FC: fine mesh with coarse time step size, FF: fine mesh with
fine time step size. Top row: ALG-M with k = 3 and BDF[2] time
stepping. Bottom row: ALG-SP with k£ = 3, BDF[2] time stepping,
and n =5 x 107°. Dashed black line: reference solution from [35].

We note that FSI3 is a very challenging test case, and there is no recorded time-
accurate data that includes the transition time solution in the literature yet. The
reference data provided in [35] only recorded results from time ¢t = 5 to ¢ = 6.44.
On the other hand, since the fine mesh solution matches better with the reference
data in terms of the amplitude and mean values in Figure 11 (and in Table 16),
we believe our fine mesh results may be more reliable than the coarse mesh results,
which is partially confirmed by an additional mesh refinement study as shown in
Figure 12. In Figure 12, we present the time evolution of the y-component of the
displacement at point A and the lift force on a finer mesh obtained from a uniform
refinement of the fine mesh, together with those on the coarse and fine meshes. We
clearly observe that the results on the fine and finer meshes are on top of each other
while those on the coarse mesh is less accurate, which indicates a mesh convergence
might be reached on the fine mesh. A more compressive study of FSI3 including
the transition time accuracy will be investigated in our future work.
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FIGURE 11. Example 6: Evolution of y-displacement at point A
for FSI2 (top) and FSI3 (bottom). The time step size is At = 2e—3
for FSI2 and At = 1le — 3 for FSI3.

In conclusion, we observe that both the monolithic scheme ALG-M and the
strongly coupled partitioned scheme ALG-SP produce qualitatively good results
for the two benchmark tests.

6. Conclusion

We have presented high-order FSI solvers based on an ALE divergence-free HDG
discretization for the fluid sub-problem, a TDNNS discretization for the structure
sub-problem, and a generalized Robin interface treatment. Both monolithic and
strongly coupled partitioned schemes are obtained, which are numerically verified
to enjoy good stability properties. Numerical results showed that the proposed
methods meet the design order of accuracy both in space and time, and also showed
good performance of the methods for several two-dimensional benchmark examples.
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FIGURE 12. Example 6: Mesh refinement study for the time
evolution of the y-component of displacement at point A and the
lift force for FSI3. The finer mesh is obtained from the fine mesh
in Figure 6 by a uniform refinement. Discretization: ALG-M with
k = 3 and BDF[2] time stepping with At = le — 3.
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